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Combined Path Following and Compliance Control
for Fully Actuated Rigid Body Systems in

Three-Dimensional Space
Bernhard Bischof, Tobias Glück, and Andreas Kugi,Member, IEEE

Abstract—This paper presents path following control for fully
actuated rigid body systems in three-dimensional space. Trans-
verse Feedback Linearization and a parallel transport frame are
used to design a path following controller that is suitable for
paths that are parametrized as regular threefold continuously
differentiable curves. The application of this frame enables the
handling of paths with zero curvature and reduces the complexity
of the control law. The path following controller is combined with
a compliance control concept. The strategy is verified by a series
of measurement results on a DELTA robot with linear drives.

Index Terms—Path Following Control, Transverse Feedback
Linearization, Moving Frame, Compliance Control, Parallel
Robot.

I. I NTRODUCTION

I N trajectory tracking control, a trajectory which is
explicitly parametrized in the time is stabilized. In some

tracking control applications, the fixed relationship between
the time and the reference is limiting, e.g., when the system
cannot be brought to a starting point on the desired trajectory
or when the system cannot reach the predefined velocity due
to external disturbances or saturation of the plant’s input.
This limitation can be overcome by path following control
(PFC), where the geometry of a desired path, but not the time
parametrization, serves as reference.

Early work in the field of the path following problem was
done by Samson [1] and Banaszuk [2]. Based on the work
of Banaszuk and using input-output feedback linearization,
Nielsen and Maggiore introduced the so called Transverse
Feedback Linearization (TFL) for input-affine systems in
[3]. In TFL, a controlled invariant submanifold of the state
space is stabilized. If the system fulfills some sufficient
conditions formulated in [3], the dynamics transversal to
the submanifold can be linearized via static state feedback.
This method was used in [4] to solve the path following
problem for a five degrees-of-freedom magnetically levitated
positioning system. Reference [5] was concerned with the
design of path following controllers for mechanical systems
that can be either under- or fully actuated. It was shown that
by applying the TFL to fully actuated rigid body systems,
the tangential subsystem is linearized as well. However,
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the path following controller design method presented in
[5] requires both the parametrized and the (closed form)
implicit representation of the path. To find a closed form of
the implicit representation can be a laborious task or even
impossible.

A concept for the design of a path following controller
for planar problems using TFL which only depends on the
parametrized path representation was proposed in [6]. In this
work, an orthonormal frame with respect to a parametrized
curve is constructed and the first transversal state is chosen
as the projection of the shortest distance to the path onto the
normal unit vector.

In three-dimensional Euclidean space, the orthonormal
frame with respect to a path is not unique. A common
way to construct orthonormal unit vectors is given by the
Frenet-Serret frame, see, e.g., [7]. The work [8] extends
the path following controller design using the parametric
path representation presented in [6] to the three-dimensional
Euclidean space. TFL and the Frenet-Serret frame is used to
handle paths parametrized by splines.

The Frenet-Serret frame can only be uniquely defined at
points on the path where its curvature is nonzero. Moreover
the normal vectors become discontinuous when passing points
with zero curvature, see, e.g., [7]. In [9], the Frenet-Serret
frame was improved by introducing a signed curvature
to overcome these drawbacks. However, in a practical
application we might be interested in following a path with a
curvature close to zero. In this case, the Frenet-Serret frame
used in [8] and also the frame proposed in [9] gives rise to
extremely high changing rates of the normal vectors leading
to a chattering in the control law.

An orthonormal frame with respect to the path, which
depends on the idea of relatively parallel fields, was proposed
by Bishop in [10]. A normal vector field is said to be
relatively parallel along a curve, if its derivative is tangential.
This frame, which is often referred to as parallel transport
frame [11], is of classC1 for regularC2 curves even at points
with zero curvature.

In [12] a path following controller for unmanned aerial
vehicles (UAVs) is designed. In this work, the position
and orientation error to the path is expressed in a parallel
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transport frame. An outer nonlinear controller is derived at
the kinematic level which solves the path following problem.
An inner L1 adaptive augmentation loop is designed based
on the dynamics of the UAV to improve the overall control
performance. Further examples of path following controllers
for UAVs using the parallel transport frame are given by [13]
and [14]. Note that these approaches are restricted to special
vehicle dynamics.

In this paper, we present path following control for
fully actuated rigid body systems in three-dimensional
space. The presented approach can handle open, closed,
and intersecting paths parametrized as regularC3 curves. In
contrast to [8], the parametrization is split into the position
and orientation parametrization and we apply TFL only
to the position parametrization to solve the path following
control problem. Using a parallel transport frame for the
design of the path following controller not only allows
to directly cope with paths having zero curvature, it also
drastically simplifies the path following control law compared
to [8]. Moreover, a feasible neighborhood of the path is
defined for which a diffeomorphism can be found that maps
the generalized coordinates to tangential, transversal, and
rotational coordinates. Following the ideas of [15], where
pure planar problems are considered, the method is combined
with compliance control. The proposed controller design is
applied to a DELTA Robot for a proof of concept. This
manipulator, with parallel kinematics, has three translational
degrees of freedoms. In a first experiment, a specific motion
on a complex path defined by quartic splines in free space
is performed. In a second experiment, we demonstrate the
combination of the presented path following control strategy
with compliance control. To validate the compliant path
following control strategy, the end-effector is operated in the
notch of a rigid object.

The paper is organized as follows: Section II revisits the
rigid body system formulation. Section III is devoted to the
path following control strategy. Path assumptions and control
objectives are stated in Sections III-A and III-B, respectively.
The parallel transport frame is presented in Section III-C and
the transformation of the coordinates into the tangential and
transversal directions of the path are described in Section
III-D. The state feedback law is given in Section III-E and it
is shown that the control objectives can be fulfilled. In Section
IV, the combination of the path following control with compli-
ance control is described. Section V presents the application of
the proposed control strategies to a DELTA robot with linear
drives and shows experimental results. A video of a test caseis
available at http://www.acin.tuwien.ac.at/fileadmin/cds/videos/
PFC and ComplianceControlDELTArobot.mp4.

II. M ATHEMATICAL MODEL

Let us consider a fully actuated mechanical rigid body
system of the form

D(q)q̈ + n(q, q̇) = τ + τext, (1a)

with
n(q, q̇) = C(q, q̇)q̇+ g(q) + τf (q̇) ,

generalized configuration coordinatesq ∈ R

m, generalized
forcesτ ∈ Rm, and external forces/torquesτext ∈ Rm. In
(1a),D(q) ∈ Rm×m denotes the symmetric positive definite
generalized mass matrix,C(q, q̇)q̇ ∈ R

m represents the
centrifugal and Coriolis forces,g(q) ∈ Rm is the vector of
potential forces, and friction is modeled byτf (q̇) ∈ Rm. The
class of outputsy is restricted to sufficiently smooth functions
of the generalized configuration coordinatesq given by

y =

[
yt

yr

]
=

[
ht(q)
hr(q)

]
= h(q), (1b)

where yt ∈ R

mt is the position andyr ∈ R

mr the
orientation in Cartesian coordinates, for instance of the end-
effector of a manipulator. In the three-dimensional Euclidean
space, dim(yt) = mt = 3 and the orientation, given in
some minimal representation, has up to three degrees of
freedom, thus, dim(yr) = mr ∈ {0, 1, 2, 3}. Hence, the output
dimension is given by dim(y) = m = mt+mr ∈ {3, 4, 5, 6}.
For manipulators,yt represents the position andyr the
orientation of an end-effector in a reference frame. In this
case, the mappingsh andh−1 are referred to as forward and
inverse kinematics, see, e.g., [16]. Note that the first-order
time derivative of (1b) results in the differential kinematics
equations, see, e.g., [17],

ẏ =

[
ẏt

ẏr

]
=

[
∇ht

∇hr

]
q̇ = J(q)q̇, (2)

with ∇ht = ∂ht/∂q and ∇hr = ∂hr/∂q, where J(q)
denotes the Jacobian. The second-order time derivative of (1b)
yields1

ÿ = J̇(q, q̇)q̇+ J(q)q̈. (3)

III. PATH FOLLOWING CONTROL

The objective of path following control is to design a
smooth feedback control law that makes the system output
approach and move along a pathγ where no a priori time
parametrization is associated with the movement on the path.
The key idea of the presented approach is to find a coordinate
transformation, defined in a neighborhood ofγ, and a feedback
transformation so that the system (1) transforms and linearly
decomposes into a tangentialη-, a transversalξ-, and a
rotationalζ-subsystem with respect toγ.

A. Path Assumptions

Suppose the pathγ is given as a regularC3 parametrized
curveσT(θ) =

[
σT
t (θ) σT

r (θ)
]
: T 7→ R

m, with reference
position σt(θ) ∈ R

mt , orientationσr(θ) ∈ R

mr , and path
parameterθ which is element of a nonempty setT ⊆ R. For a
given parametrizationσ(θ), the pathγ is defined asγ = {ȳ ∈
R

m : ȳ = σ
(
θ̄
)
, θ̄ ∈ T }, whereσt(θ) defines the position

partγt andσr(θ) the orientation partγr. The parametrization
σ(θ) of the pathγ is regular, ifσ′ (θ̄

)
= (∂σ/∂θ)

(
θ̄
)
6= 0

1Note that it is simple to show thaṫJ(q, q̇)q̇ =
∂(Jq̇)
∂q

q̇ holds.
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for θ̄ ∈ T . The pathγ is open or closed depending on the
choice ofσ(θ) andT . For more information on curves, see,
e.g., [7].

B. Control Objectives

To formulate the objectives of path following control, the
mapping‖yt‖γt : Rmt 7→ R

+
0 is introduced, which assigns

each positionyt in the output space a nonnegative real number
that is given by the shortest distance to the pathγt, i.e.,
‖yt‖γt = inf ȳt∈γt ‖yt − ȳt‖2. The control objectives of path
following control are defined as follows, see [4].

(O1) Asymptotic convergence to σt(·): The outputyt of the
system (1) converges asymptotically to the pathγt, i.e.,
‖yt(t)‖γt → 0 for t → ∞.

(O2) Invariance property: If the configuration
coordinates and velocities of the system
(1) at time t0, i.e.,

[
q̄T(t0) ˙̄qT(t0)

]T
, are

elements of the controlled invariant subsetΓ∗

of Γ =
{[

q̄T ˙̄qT
]T ∈ R2m : h (q̄) ∈ γ

}
, then

‖yt(t)‖γt = 0, ∀t ≥ t0.
(O3) Tangential motion: The motion on the pathγt meets

application-specific requirements.

C. Orthonormal Frame

First, an orthonormal frame with respect to a parametrized
curve is constructed. For this, one possibility is given by
the Frenet-Serret frame, see, e.g., [7], which is used in [8]
for TFL. The direct application of the Frenet-Serret frame
requires a given position parametrizationσt(θ) : T 7→ R

mt

to be regular of ordermt − 1 = 2, i.e., that the first two
derivatives ofσt(θ) with respect toθ are linearly independent.
Note that second-order regularity of a path implies a nonzero
curvature of a parametrizationσ(θ) for all θ ∈ T , see, e.g.,
[7]. In path following control applications, we are interested
in tracking an arbitrary path, which might also consist of
straight line path segments. A straight line has zero curvature,
hence, the requirement of second-order regularity of a pathis
rather restrictive. Therefore, in contrast to [8], we will use the
parallel transport frame, see [10] and [11], that can handle
curves with zero curvature.

Recalling thatσ′
t(θ) is the tangential vector toγt at θ, the

tangential unit vector is given by

e||(θ) =
σ′
t(θ)

‖σ′
t(θ)‖2

. (4)

To construct the parallel transport frame, the derivative of the
normal vectorse⊥(θ) ande⋔(θ) has to point in the direction
of the tangential unit vectore||(θ), [10]. Together with the
requirement of orthonormality, we obtain the overdetermined
differential-algebraic equations

e′i(θ) = γi(θ)e||(θ), ei(θ0) = ei,0 (5a)

0 = 1− eT
i (θ)ei(θ) (5b)

0 = eT
||(θ)ei(θ), (5c)

where γi(θ) is a scalar,i ∈ {⊥,⋔} and ei,0 is the initial
condition which complies with the algebraic equations (5b)
and (5c). Note that the equations (5a) and (5b) are of Hes-
senberg index-2 form with hidden constraint (5c). See, e.g.,
[18] for more information on differential-algebraic systems
and hidden constraints. This becomes clear by performing
index reduction. Differentiating (5b) with respect toθ and
substituting (5a) gives (5c). Differentiating (5c) with respect
to θ and multiplying (5a) byeT

||(θ) results in

γi(θ) = −
(
e′||(θ)

)T
ei(θ) . (6)

Hence, by inserting (6) into (5a), we get the ordinary differ-
ential equations fori ∈ {⊥,⋔}

e′i(θ) = −
(
e′||(θ)

)T
ei(θ)e||(θ), ei(θ0) = ei,0. (7)

Note that the second normal vectore⋔(θ) can also be obtained
using the cross product, i.e.,

e⋔(θ) = e||(θ)× e⊥(θ). (8)

D. Coordinate Transformation

Next, a coordinate transformation is deduced which maps
the generalized coordinates and velocities,q andq̇, of the sys-
tem (1) to tangential coordinatesηT =

[
η1 η2

]
, transversal

coordinatesξT =
[
ξ1 ξ2 ξ3 ξ4

]
, and rotational coordi-

natesζT =
[
yT
r ẏT

r

]
with respect to a pathγ parametrized

as a regularC3 curveσ(θ). It will be shown that the coordinate
transformation is a diffeomorphism onto its image in a feasible
neighborhoodYt of the pathγt.

yt = ht(q)

y∗
t = σt(θ

∗)

e||(θ∗)

e⊥(θ∗)

e⋔(θ∗)

pathγt

|δ 1
|

|δ2|

θ = θ0

x0

y0

z0

Fig. 1. Path illustration.

1) Projection Operator and Feasible Neighborhood: The
closest pointy∗

t = σt(θ
∗) on the pathγt to yt is deter-

mined by the orthogonal projectionPT (yt), cf. [6]. Given
a parametrized curveσ(θ) with θ ∈ T ⊆ R, the orthogo-
nal projection ofyt onto σt(θ) requires the solution of an
optimization problem, i.e.,

θ∗ = PT (yt) = argmin
θ∈T

‖yt − σt(θ)‖22 ∈ T . (9)
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If θ∗ is an interior point ofT , (9) features a strict minimum in
a feasible neighborhood, which fulfills the first-order necessary
condition for optimality

(
yt − σt(θ

∗)
)T
σ′
t(θ

∗) = 0 (10)

and the second-order sufficient condition for optimality

‖σ′
t(θ

∗)‖22 −
(
yt − σt(θ

∗)
)T
σ′′
t (θ

∗) > 0, (11)

see, e.g., [19]. Becauseσ′
t(θ

∗) is tangential to the path at
σt(θ

∗), (10) implies that the vectoryt −σt(θ
∗) is orthogonal

to the path, cf. Fig. 1. Rearranging (11) and introducing

α(yt) =

(
yt − σt(θ

∗)
)T
σ′′
t (θ

∗)

‖σ′
t(θ

∗)‖22
(12)

allows to define the feasible neighborhood of a pathYt =
{ȳt ∈ Rmt : α(ȳt) < 1}.

2) Tangential Subsystem: The first tangential coordinate is,
as proposed in [6], chosen by the arc length

η1 = g(yt) =

∫ θ∗

θ0

‖σ′
t(τ)‖2dτ. (13)

See Theorem 1.4.1 in [7] for a definition of the arc length.
By differentiating the first-order condition for optimality (10)
with respect to the time and using (4) and (12), we obtain the
time derivative of the optimal path parameter

θ̇∗ =
β(yt)e

T
||(θ

∗)

‖σ′
t(θ

∗)‖2
ẏt, (14)

where
β(yt) =

1

1− α(yt)
. (15)

If the system output is on the path,α(yt = σt(θ
∗)) = 0 and

β(yt = σt(θ
∗)) = 1 holds true. Calculating the time derivative

of (13) and using (14), the second tangential coordinate
follows as

η2 = η̇1 = ‖σ′
t(θ

∗)‖2θ̇∗ = β(yt)e
T
||(θ

∗)
︸ ︷︷ ︸

(∇g)T

ẏt︸︷︷︸
∇ht q̇

(16)

with gradient(∇g)T = ∂g/∂yt and Jacobian∇ht = ∂ht/∂q.
The limit caseα(yt) → 1 implies β(yt) → ∞. Hence, small
values ofẏt result in large derivatives of the arc length. Note
that the termβ(yt) is missing in the derivations in [8].

3) Transversal Subsystem: The transversal coordinates,ξ1
andξ3, are defined as the projections ofyt −σt(θ

∗) onto the
vectorse⊥ ande⋔, i.e.,

ξ1 = δ1(yt) = eT
⊥(θ

∗)
(
yt − σt(θ

∗)
)

(17)

and
ξ3 = δ2(yt) = eT

⋔(θ
∗)
(
yt − σt(θ

∗)
)
. (18)

If the output yt is on the path,ξ1 = ξ3 = 0 holds. By
differentiating (17) and (18) with respect to the time, we get

ξ2 = ξ̇1 =
(
e′⊥(θ

∗)
)T
θ̇∗
(
yt − σt(θ

∗)
)

︸ ︷︷ ︸
(5a)
=0

− eT
⊥(θ

∗)σ′
t(θ

∗)θ̇∗︸ ︷︷ ︸
(5c)
=0

+ eT
⊥(θ

∗)︸ ︷︷ ︸
(∇δ1)T

ẏt︸︷︷︸
∇ht q̇

(19)

and

ξ4 = ξ̇3 =
(
e′⋔(θ

∗)
)T
θ̇∗
(
yt − σt(θ

∗)
)

︸ ︷︷ ︸
(5a)
=0

− eT
⋔(θ

∗)σ′
t(θ

∗)θ̇∗︸ ︷︷ ︸
(5c)
=0

+ eT
⋔(θ

∗)︸ ︷︷ ︸
(∇δ2)T

ẏt︸︷︷︸
∇ht q̇

(20)

with gradients(∇δ1)
T = ∂δ1/∂yt and (∇δ2)

T = ∂δ2/∂yt.
Note that the first parts in (19) and (20) are zero due to the
usage of the parallel transport frame.

4) Rotational Subsystem: The first and second rotational
coordinates are chosen as

ζ1 = yr = hr(q) (21)

and
ζ2 = ζ̇1 = ẏr = ∇hr q̇ (22)

with Jacobian∇hr = ∂hr/∂q.
5) Diffeomorphism: The tangential, transversal, and ro-

tational maps, (13) and (16)-(22), are used to construct a
C1-diffeomorphism, see, e.g., [20, p.147] for a definition
of a diffeomorphism. The virtual output̂yT = ĥT(q) =[
η1 ξ1 ξ3 ζT

1

]
is introduced, which allows us to define

the mapping

[
ŷ
˙̂y

]
=




η1
ξ1
ξ3
ζ1
η2
ξ2
ξ4
ζ2




=




g ◦ ht(q)
δ1 ◦ ht(q)
δ2 ◦ ht(q)
hr(q)

(∇g)
T ∇ht q̇

(∇δ1)
T ∇ht q̇

(∇δ2)
T ∇ht q̇

∇hr q̇




= Φ(q, q̇). (23)

Lemma 1: The mappingΦ : X 7→ Z with X = Q× TqQ,
Q = {q̄ ∈ Rm : α ◦ ht(q̄) < 1}, and tangential spaceTqQ
is a C1-diffeomorphism, ifJ(q) is nonsingular.

Proof 1: By the inverse function theorem, see, e.g., Theo-
rem 8.2 in [20], we have to show that

(i.) X andZ are open inR2m,
(ii.) Φ ∈ C1(X ,Z), and
(iii.) ∇Φ =

[
∂Φ/∂q ∂Φ/∂q̇

]
is nonsingular for all[

qT q̇T
]T ∈ X .

Since Q is an open subset ofRm, X and Z are open in
R

2m. Since the outputy = h(q) is assumed to be sufficiently
smooth andσ(θ) ∈ C3(T ,Rm), Φ ∈ C1(X ,Z) holds. The
Jacobian ofΦ reads as

∇Φ =

[
Ĵ(q) 0

∗ Ĵ(q)

]
(24)

with matricesĴ(q) = L(q)J(q),

L(q) =

[
E(q) 0
0 I

]
, and E(q) =



β(yt)e

T
||

eT
⊥
eT
⋔


 , (25)

where I is the identity matrix. IfJ(q) is nonsingular and
α(yt) < 1, then,E(q) andL(q) are nonsingular,β(yt) < ∞,
thus,∇Φ is nonsingular for all

[
qT q̇T

]T ∈ X .
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E. Feedback Transformation

Differentiating the tangential stateη2 = η̇1 from (16) with
respect to the time yields

η̈1 =

(
(∇β)Tẏte

T
||(θ

∗) + β(yt)
(
e′||(θ

∗)
)T

θ̇∗
)
ẏt

+ β(yt)e
T
||(θ

∗)ÿt,

(26)

where(∇β)T = ∂β/∂yt. The time derivatives of the transver-
sal statesξ2 = ξ̇1 from (19) andξ4 = ξ̇3 from (20) take the
form

ξ̈1 =
(
e′⊥(θ

∗)
)T
θ̇∗ẏt + eT

⊥(θ
∗)ÿt (27)

and

ξ̈3 = (e′⋔(θ
∗))

T
θ̇∗ẏt + eT

⋔(θ
∗)ÿt. (28)

The second-order time derivative ofζ1 from (21) gives

ζ̈1 = ÿr. (29)

Hence, application of the feedback transformation

τ = n(q, q̇)− τext +D(q)Ĵ−1(q)
(
v − ˙̂

J(q, q̇)q̇
)

(30)

to the system (1), with new control inputvT =
[
vT
t vT

r

]
,

wherevT
t =

[
v|| v⊥ v⋔

]
results in a linear input-output

relation from the new inputv to the virtual output̂y in the
form of m integrator chains of length two

¨̂y = v. (31)

Note that the dynamics of the transformed system are linear
with respect to a nonlinear plant and a nonlinear pathγ.
The virtual inputs in the direction of the normal vectors,
v⊥ and v⋔, can effectively be used to fulfill objective (O1),
i.e., to stabilize the transversalξ-subsystem and to guarantee
asymptotic convergence toσt(·). The controlled invariant

subset is given byΓ∗ =
{[

q̄T ˙̄qT
]T ∈ R2m : Φξ(q̄, ˙̄q) = 0

}

with

Φξ(q, q̇) =




δ1 ◦ ht(q)
δ2 ◦ ht(q)

(∇δ1)
T ∇ht q̇

(∇δ2)
T ∇ht q̇


 . (32)

Thus, objective (O2) is met, because if
[
q̄T(t0) ˙̄qT(t0)

]T ∈
Γ∗, then, by choosingv⊥ = 0 and v⋔ = 0, ξi = 0, with
i = 1, 2, 3, 4 and‖yt(t)‖γt = 0 ∀t > t0. Moreover, the virtual
input in tangential directionv|| allows to control the motion
along the path, thus, objective (O3) can be satisfied.

IV. COMBINED PATH FOLLOWING AND COMPLIANCE

CONTROL

Compliance control addresses a classical problem in
robotics of simultaneously controlling the position and the
interaction forces with the environment. In the following,it is
shown how to combine the presented path following control
concept with compliance control. For this, a position-based
impedance control is employed, see [21]. In position-based
impedance control, the compliance is realized by tracking

the trajectory of the exponentially stable reference impedance
model using position control in an inner control loop and
an impedance control in the outer loop. As shown in [22],
this method is well suited for accurate positioning in free
space as well as in contact with rigid environments. Due
to the possibility of using high gains in the inner loop, the
position-based impedance control is rather insensitive tomodel
uncertainties.

A. Compliance Control

The fundamental idea of compliance control is to design a
controller which imposes a reference dynamics (impedance)
between external forces and the position. In our case, the
reference impedance of the motion along and orthogonal to the
pathγt as well as the reference impedance of the orientation
can be separately defined as




τ||
τ⊥
τ⋔
τr


 =




md
||ë

d
η + dd||ė

d
η + kd||e

d
η

md
⊥ξ̈1 + dd⊥ξ̇1 + kd⊥ξ1

md
⊥ξ̈3 + dd⊥ξ̇3 + kd⊥ξ3

md
r ë

d
r + ddr ė

d
r + kdre

d
r


 , (33)

whereedη = η1 − ηd1 denotes the error between the tangential
coordinateη1 and a referenceηd1 and edr = yr − σr(θ

∗).
Moreover,md

i , ddi andkdi for i = {||,⊥, r} are constant design
parameters and




τ||
τ⊥
τ⋔
τr


 = Ĵ−Tτext =




1
βe

T
|| 0

eT
⊥ 0
eT
⋔ 0
0 I


J−Tτext (34)

are the external (projected) generalized forces.

B. Compliant Transverse Feedback Linearization

Assuming perfect tracking of the inner position loop, the
actual tangential and transversal coordinatesη1, ξ1, andξ3 as
well as the orientationyr can be replaced by the references
ηp1 , ξp1 , ξp3 , andyp

r in (33). Introducing the errorsepdη = ηp1−ηd1
and epdr = yp

r − σr(θ
∗) allows us to deduce the impedance

control law

η̈p1 = η̈d1 +
τ||
md

||
−

dd||
md

||
ėpdη −

kd||
md

||
epdη ,

η̇p1 =

t∫

0

η̈p1dτ, ηp1 =

t∫

0

η̇p1dτ ,

(35a)

ξ̈p1 =
τ⊥
md

⊥
− dd⊥

md
⊥
ξ̇p1 − kd⊥

md
⊥
ξp1 ,

ξ̇p1 =

t∫

0

ξ̈p1dτ, ξp1 =

t∫

0

ξ̇p1dτ ,

(35b)

ξ̈p3 =
τ⋔
md

⊥
− dd⊥

md
⊥
ξ̇p3 − kd⊥

md
⊥
ξp3 ,

ξ̇p3 =

t∫

0

ξ̈p3dτ, ξp3 =

t∫

0

ξ̇p3dτ ,

(35c)
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ÿp
r = σ̈r(θ

∗) +
τr
md

r

− ddr
md

r

ėpdr − kdr
md

r

epdr ,

ẏp
r =

t∫

0

ÿp
rdτ, yp

r =

t∫

0

ẏp
rdτ .

(35d)

In the inner position control loop, the feedback transforma-
tion (30) and the control law

v =

[
vt

vr

]
=




η̈p1 − aη,2ė
p
η − aη,1e

p
η

ξ̈p1 − aξ,2ė
p
ξ1

− aξ,1e
p
ξ1

ξ̈p3 − aξ,2ė
p
ξ3

− aξ,1e
p
ξ1

ÿp
r − ar,2ė

p
r − ar,1e

p
r


 (36)

is used, whereepη = η1−ηp1 , epξi = ξi− ξpi , andepr = yr−yp
r .

The control law (36) yields exponentially stable error dynam-
ics, if ai,j > 0 with i ∈ {η, ξ, r} andj = 1, 2.

In the case ofyr ∈ R

3 the definitions ofÿp
r in (35d)

and vr in (36) suffer from representation singularities and
the rotational stiffness depends on the reference orientation
σr(θ

∗), see [23]. Methods to avoid these disadvantages are
shown in [23], e.g. the local orientation error representation.
They can also be used for the control concept presented in
this section.

V. A PPLICATION TO A DELTA ROBOT

The presented path following controller is applied to a linear
drive, parallel kinematic, DELTA robot of the type FESTO

EXPT-45, which is shown in Fig. 2.

Fig. 2. DELTA Robot FESTO EXPT-45.

A. Mathematical Model

The mathematical modeling of DELTA robots with three
translational degrees of freedom was presented in [24] and
its kinematics and dynamics are discussed in literature, see,
e.g., [25], [26], [27], [28], and [29]. In these works, DELTA
robots with rotary drives are considered. For the DELTA
robot FESTO EXPT-45 with linear drives the kinematics and
dynamics are quite similar. Fig. 3 shows a schematic diagram

x0

y0

z0

q1q2

q3

A1

A2

A3

B1

B2

B3

C1

C2

C3

P

0

E

(1)

(2)

(3)

(4)

(5)

Fig. 3. Schematic diagram of a DELTA robot with linear drives.

of the considered DELTA robot with linear drives. The DELTA
robot has three translational and no rotational degrees of
freedom, i.e.,mr = 0 and m = mt = 3. The robot
basically consists of a base plate(1), the end-effector plate(5),
three parallelogram arms(4), and three electric linear drives
(2). The linear drives are symmetrically arranged. They are
mounted at the pointsAi, i = 1, 2, 3, at the base plate and
at a joint pointP . The three parallelogram arms are fixed to
the slides of the linear drives atBi, i = 1, 2, 3, and the end-
effector plate at the pointsCi, i = 1, 2, 3. The rods of the
parallelogram(4) are on both sides attached via ball joints
(3). The inertial coordinate system is given by(0, x0, y0, z0)
with the center of area of the base plate0 as origin and thex0-
axis pointing from0 to A1. The position of the slidesBi with
respect toAi along the segmentAiP serve as generalized
coordinatesqi, i = 1, 2, 3. Hence, the vector of generalized
coordinates reads asqT =

[
q1 q2 q3

]
. The system output

yT =
[
yx yy yz

]
is defined as the vector, expressed in the

inertial coordinate system, from the origin0 to E, which is
fixed to the end-effector plate.
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The DELTA robot with linear drives features unique and
smooth solutions for the forward and inverse kinematicsy =
h(q) and q = h−1(y), respectively. The system dynamics
can be expressed in the form (1), where the generalized forces
τ T = τ T

q =
[
τq,1 τq,2 τq,3

]
are the linear drive forces and

τ T
y =

[
τy,1 τy,2 τy,3

]
=

(
J−Tτext

)T
are the external end-

effector forces.

B. Implementation

The proposed static state feedback controller is implemented
on the real-time systemDS1006 from DSPACE with a
sampling time ofTs = 1ms. A time discretization in the
form t = kTs, k = 1, 2, . . . is performed. For the time-
discrete implementation of (30), the optimization problem(9),
the integral (13), and the differential-algebraic equations (5)
have to be numerically solved in real time.

1) Numerical Solution of the Optimization Problem and
Integration: The optimization problem (9) is numerically
solved using the Newton method. For the initialization, the
global optimumθ∗0 is needed. A sufficient number of evenly
spread points on the pathγt are chosen and the distances to
yt(0) are calculated. The point with shortest distance is used
as starting point for the local minimum search to obtainθ∗0 .
Then, the optimization problem (9) is iteratively solved ineach
time stepk = 1, 2, . . . for i = 1, 2, . . . according to

θk,i = θk,i−1 −
J ′(θk,i−1)

J ′′(θk,i−1)
, (37)

with initial condition θk,0 = θ∗k−1 and cost function
J(θk,i−1) = ‖yt,k−σt(θk,i−1)‖22 until |θk,i−θk,i−1| < ε. The
optimal solutionθ∗k = θk,i is used to perform the numerical
integration of (13), i.e.,

η1,k = η1,k−1 + (θ∗k − θ∗k−1)‖σ′
t(θ

∗
k)‖2, (38)

whereη1,k = η1(kTs).

2) Discretization of the Parallel Transport Frame: A dis-
crete method to calculate the normal vectors of the paral-
lel transport frame is proposed in [11]. In every time step
k = 1, 2, . . . a rotation axis and an angle is determined
from the tangential vectorse||,k and e||,k−1 and the normal
vectors are rotated with respect to them. The approach is
ill-conditioned for small changes of the tangential vectors.
Hence, we present another approach that solves directly the
overdetermined problem (5) to find the first normal vector
e⊥(θ). Application of the constant step-size backward Euler
method, see, e.g., [18], to (5) fori = ⊥ yields

e⊥,k = e⊥,k−1 + Tsγ⊥,ke||,k
0 = 1− eT

⊥,ke⊥,k

0 = eT
||,ke⊥,k,

(39)

wheree⊥,k = e⊥(kTs). The overdetermined equations (39)
have no solution forTs > 0. A straightforward idea is to

search for a least-squares solution of (39), see [18]. Therefore,
the constrained least-squares problem

min
pk∈R4

f(pk) =
1

2
‖e⊥,k−1 − e⊥,k + Tsγ⊥,ke||,k‖22

s.t. g1(pk) =
1

2

(
eT
⊥,ke⊥,k − 1

)
= 0

g2(pk) = eT
||,ke⊥,k = 0,

(40)

with pk =
[
eT
⊥,k γ⊥,k

]T
and fixedk, is considered. The

optimal solutionp∗
k =

[
(e∗⊥,k)

T γ∗
⊥,k

]T
of (40) is found

using the first-order optimality condition of (40), i.e.,

(∇f)(p∗
k) + λ∗

1(∇g1)(p
∗
k) + λ∗

2(∇g2)(p
∗
k) = 0 (41a)

g1(p
∗
k) = 0 (41b)

g2(p
∗
k) = 0, (41c)

with Lagrange multipliersλ∗
1 andλ∗

2 and gradients

(∇f)
T
=

∂f

∂pk
=

[
−
(
e∗⊥,k−1 − e∗⊥,k + Tsγ

∗
⊥,ke||,k

)T
,

Ts

(
e∗⊥,k−1 − e∗⊥,k + Tsγ

∗
⊥,ke||,k

)T
e||,k

]

(∇g1)
T
=

∂g1
∂pk

=
[(
e∗⊥,k

)T
0
]

(∇g2)
T
=

∂g2
∂pk

=
[
eT
||,k 0

]
.

(42)

From the last row of (41a) and (41c), we obtain

γ∗
⊥,k = − 1

Ts
eT
||,ke

∗
⊥,k−1 . (43)

Multiplying (41a) by eT
||,k and using (41b) and (41c) yields

λ∗
2 = 0 and

e∗⊥,k =
1

1 + λ∗
1

(
e∗⊥,k−1 − eT

||,ke
∗
⊥,k−1e||,k

)
. (44)

Inserting (44) into (41c) results in

1 + λ∗
1 = ±

√
1−

(
eT
||,ke

∗
⊥,k−1

)2

. (45)

Thus, (40) features the analytic solution

e∗⊥,k =
e∗⊥,k−1 − eT

||,ke
∗
⊥,k−1e||,k√

1−
(
eT
||,ke

∗
⊥,k−1

)2
, (46)

which represents an iteration for the first normal vectore⊥,k.
Remark 1: To ensure continuity ofe∗⊥,k the positive solution

of (45) has to be used.
The iteration (46), without derivation, can also be found in
[30]. Note that the initial condition for the iteration (46), i.e.,
e⊥(θ0) = e⊥,1, must comply with the algebraic equations
of (39). In Appendix A, it is shown that the iteration (46)
converges to the solution of (7) forTs → 0. The second normal
vectore⋔(θ) is calculated using (8).
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C. Path Parametrization

To demonstrate the path following control approach, quartic
splines are used, which are of classC3, to represent a pathγ.
In particular, a parametrizationσ(θ) : T 7→ R

m of the form

σ(θ) =





σ0(θ), θ0 ≤ θ < θ1

σ1(θ), θ1 ≤ θ < θ2
...

σl−1(θ), θl−1 ≤ θ ≤ θl

(47a)

consisting ofl path segments with

σs(θ) = σ|[θs,θs+1)
(θ) =

4∑

j=0



aj,s(θ − θs)

j

bj,s(θ − θs)
j

cj,s(θ − θs)
j


 (47b)

and suitable coefficientsaj,s, bj,s, cj,s, j = 0, . . . , 4 ands =
0, . . . , l − 1 is considered.

D. Path Following Control of the DELTA Robot

Choosing the virtual output̂yT = ĥT(q) = [η1 ξ1 ξ3]
according to (13), (17) and (18) and applying the feedback
transformation (30) results in

¨̂y =



η̈1
ξ̈1
ξ̈3


 =



v||
v⊥
v⋔


 = v. (48)

The position controller

v =




η̈p1 − aη,2ė
p
η − aη,1e

p
η − aη,0

t∫
0

epηdτ

ξ̈p1 − aξ,2ė
p
ξ1

− aξ,1e
p
ξ1

− aξ,0
t∫
0

epξ1dτ

ξ̈p3 − aξ,2ė
p
ξ3

− aξ,1e
p
ξ3

− aξ,0
t∫
0

epξ3dτ




(49)

with referencesηp1 , ξp1 , andξp3 , yields an exponentially stable
linear closed-loop error dynamics which can be arbitrarily
assigned by suitable constant parametersai,j > 0 for i ∈
{η, ξ} and j = 0, 1, 2. In position control, the references
in transversal direction,ξp1 and ξp3 , and their derivatives are
usually set to zero.

For the first experiment, a teach-in procedure followed by
a quartic spline interpolation was performed, cf. (47). The
resulting pathγ is depicted in Fig. 4.

A referenceηp1 for the tangential coordinateη1 is generated
which smoothly connects the starting pointηp1,0 = 0.022m
and the end pointηp1,T = 0.31m with a maximum velocity
of η2,max = 0.1m/s. The references in transversal direction,
ξp1 and ξp3 , and their derivatives are set to zero, cf. (49).
The controller parameters are shown in Table I. The end-

TABLE I
CONTROLLER PARAMETERS.

Symbol Value Unit Symbol Value Unit
aη,0 42875 1/s3 aξ,0 125000 1/s3

aη,1 3675 1/s2 aξ,1 7500 1/s2

aη,2 105 1/s aξ,2 150 1/s

−100

−50

0 −50
0

50

480

500

520

yx in mm yy in mm

y z
in

m
m

outputy
y(t = 0)
pathγ

Fig. 4. Pathγ and measured outputy.

effector was initially placed next to the path. Fig. 4 depicts
the measured outputy which obviously converges to the path
γ. Fig. 5 on the left in the first row shows the tangential
coordinateη1 and the referenceηp1 . The measurements clearly
show that control objective (O3), defined in Section II, is
fulfilled. The transversal statesξ1 and ξ3, depicted in the
second row, quickly converge to zero and stay approximately
at zero, hence, the control objectives (O1) and (O2) are also
satisfied. The deviation of the transversal states from zerois
mainly caused by the sticking friction in the linear drives.
The last row shows in addition the virtual control inputvT =[
v|| v⊥ v⋔

]
. In the right column, the time evolutions of the

generalized coordinates, velocities, and forces are shown.

E. Compliant Path Following Control of the DELTA Robot

To illustrate the compliant path following control strategy,
the end-effector of the robot is operated in a notch. This is a
typical task which may occur in automatic glue dispersion,
where the environment is not exactly known. Fig. 2 shows the
tripod, a ball with a soft shell, which is fixed to the robot via
a gripper, and a ball notch. A teach-in procedure is performed
and the pathγ is recorded and interpolated using quartic
splines, see Section V-C. The task of this experiment is to
move the end-effector with the ball along a ball notch from
ηd1,0 = 0.02m to ηd1,T = 0.49m with a maximum velocity
of ηd2,max = 0.5m/s. If the recorded path exactly conforms
with the real path this task is not a problem at all. However,
if the workpiece with the ball notch is displaced with respect
to the recorded path, the end-effector with the ball gets in
contact with the environment. Pure position control would
either damage the ball notch of the workpiece, break the
end-effector or harm the ball joints of the DELTA robot.

In the considered experiment, the workpiece is displaced
−2.5mm in x-direction and 5.5mm in y-direction. The
feedback transformation (30), the control law (49), and the
impedance control law (35), with the control parameters from

Post-print version of the article: B. Bischof, T. Glück, and A. Kugi, �Combined path following and compliance control for fully actuated
rigid body systems in 3-d space�, IEEE Transactions on Control Systems Technology, vol. 25, no. 5, pp. 1750�1760, Sep. 2017, issn:
1063-6536. doi: 10.1109/TCST.2016.2630599
The content of this post-print version is identical to the published paper but without the publisher's �nal layout or copy editing.

http://dx.doi.org/10.1109/TCST.2016.2630599


9

0

0.1

0.2

0.3

ta
n

g
.

st
at

e
inm

η1
ηp1

0.1

0.15

0.2

g
en

er
al

.
co

o
rd

.
inm

q1
q2
q3

−10

0

10

tr
an

s.
st

at
es

inm
m ξ1

ξ3

−0.1

0

0.1

g
en

er
al

.
ve

l.
in
m
/
s

q̇1
q̇2
q̇3

0 0.5 1 1.5 2 2.5 3 3.5

−20

0

20

t in s

vi
rt

.
in

p
u

t
in

m
/
s2

v||
v⊥
v⋔

0 0.5 1 1.5 2 2.5 3 3.5

−60

−40

−20

0

20

t in s

g
en

er
al

.
fo

rc
es

inN

τq,1
τq,2
τq,3

Fig. 5. Experimental results of the path following control strategy.

Tables I and II, are executed on theDSPACE system with
a sampling time ofTs = 1ms. The damping ratio of the
virtual spring-damper-mass systems is defined asζd = 5,
which results in the damping constantsddi = 2ζd

√
md

i k
d
i ,

for i ∈ {||,⊥}. This relatively high damping is required to
ensure contact stability, see, e.g., [31] for more information.
To measure the external forceτy, the six-axis force sensor
K6 −D40 from ME-MESSSYSTEMEis used. Fig. 6 shows

TABLE II
COMPLIANCE CONTROL PARAMETERS.

Symbol Value Unit Symbol Value Unit
md

|| 0.3 kg md
⊥ 0.3 kg

dd|| 300 Ns/m dd⊥ 122.47 Ns/m

kd|| 3 kN/m kd⊥ 0.5 kN/m

that the outputy deviates from the original pathγ due to the
displacement of the workpiece with the ball notch. However,
the proposed control strategy is still able to move the ball with
maximum velocity inside the notch. As shown in Fig. 7 on the
left hand side, the reference motionηp1 along the path can be
tracked very well. The position errors in the transversal states
are smaller than1mm. Note that the characteristics ofξp1 and
ξp3 correspond to the displacement of the notch. The forces
acting on the ball during the movement are depicted in Fig. 7
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y z
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outputy
y(t = 0)
pathγ

Fig. 6. Pathγ and measured outputy with compliance control.

on the right hand side. The force in tangential directionτ|| is
mainly caused by friction between the ball and the notch. In
addition, the inputsτq, i.e. the forces of the linear drives, are
shown.
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Fig. 7. Experimental results of the compliant path following control strategy.

VI. CONCLUSION

This paper presents path following control for fully actuated
rigid body systems in three-dimensional space. The proposed
path following control strategy is suitable for any path that
can be parametrized as a regularC3 curve, e.g., using quar-
tic splines. Application of the parallel transport frame not
only allows us to handle paths with zero curvature but also
simplifies the path following control law compared to e.g.
the Frenet-Serret frame. Additionally, due to the structure of
the proposed path following control concept, we are able to
combine this strategy with compliance control with respectto
the path. For experimental validation the proposed controller is
applied to a DELTA robot. These experiments include standard
path following control in free space as well as the combination
with compliance control. Although the DELTA robot has only
three translational degrees of freedom, the proposed method
is formulated for up to six degrees of freedom and can easily
be applied to a 6-axis industrial robot.

APPENDIX A

In the following, we prove that the iteration (46) converges
to the solution of (5) forTs → 0. The difference equation (46)
reads as

e⊥,k

√
1−

(
eT
⊥,k−1e||,k

)2

− e⊥,k−1 = −eT
⊥,k−1e||,ke||,k.

(50)
Substitution of (43) on the left hand side in (50), dividing by
Ts, and taking the limit results in

lim
Ts→0

√
1− T 2

s γ
2
⊥,ke⊥,k − e⊥,k−1

Ts

= ė⊥ + lim
Ts→0

√
1− T 2

s γ
2
⊥,k − 1

Ts
e⊥,k = ė⊥ = e′⊥θ̇.

(51)

By inserting (41c) fork − 1 on the right hand side in (50),
dividing by Ts, and taking the limit, we get

− lim
Ts→0

eT
⊥,k−1

e||,k − e||,k−1

Ts
e||,k = −eT

⊥ė||e|| = −eT
⊥e

′
||e||θ̇.

(52)

Thus, in the limit caseTs → 0, the iteration (46) resembles
(7) and the iteration (46) numerically solves the differential-
algebraic system (5).
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