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Abstract—A path-following controller is developed and applied to a laboratory tower crane. The control task is to move a load along a predefined geometric path. The time evolution along the path is not fixed but left as a degree of freedom to be determined by the controller. In order to be able to account for system constraints, a model predictive control scheme is adopted with special focus on real-time feasibility with small sampling times. The resulting controller is applied to a laboratory-scale tower crane and validated by means of simulation studies and measurement results.
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I. INTRODUCTION

The goal of tracking control is to ensure that the output of a dynamical system follows (at least asymptotically) a given reference. If the reference signal is a predefined function of time, this is usually referred to as trajectory tracking control. On the contrary, if the time evolution along the reference signal is left as a degree of freedom for the controller, the resulting control scheme is called path-following control, see, e.g., [1].

Model predictive control (MPC), sometimes also named receding horizon control, relies on solving an optimal control problem (OCP) at each sampling instant and applying the first part of the optimal control input to the system. Subsequently, the optimization horizon is shifted forwards and the OCP is solved again with the actual (measured) system states as initial conditions, cf. [2]. MPC has the advantages of being able to deal with multiple input multiple output systems, to systematically account for constraints, and to achieve an optimal (in an appropriate sense) closed-loop behaviour. Current research is amongst others devoted to the application of MPC to complex nonlinear dynamical systems and to systematically derive stability and convergence conditions. However, usually the computational demand of the solution of the underlying OCP is rather high. Therefore, real-time capable formulations of MPC have been developed, which are able to deal with the control of complex dynamical systems subject to small sampling times. Very often the idea is to refrain from computing the optimal solution of the underlying OCP at each sampling instant. Rather a suboptimal but feasible solution is searched for, which is improved from one sampling instant to the next, cf. [3]–[8].

Suboptimal MPC schemes can be classified with respect to the numerical computation of the solution estimates of the underlying OCP. Numerical methods for solving OCPs are frequently subdivided into direct and indirect methods [9]. Suboptimal MPC schemes belonging to the first kind, i.e., which rely on a suitable parameterization of the state and/or input variables to obtain a finite-dimensional nonlinear programming problem, are investigated, e.g., in [10]–[12].

Indirect methods aim at solving the necessary conditions of Pontryagin’s maximum principle (cf. [13]). Suboptimal MPC methods adopting the latter principle are presented, e.g., in [14], [15].

Several approaches to path-following control exist in the literature. From a geometric point of view, the problem can be tackled by transforming the system into new coordinates of a transverse normal form and designing controllers for the dynamics transverse and tangential to the zero path error manifold, cf. [16], [17] and references given therein. Other approaches investigate Lyapunov and backstepping techniques [18], [19] and hybrid control strategies [20].

Recent works [21]–[25] study the combination of MPC with path-following. The benefit of this approach is the possibility to systematically account for input and state constraints. Based on different MPC formulations, with an explicit terminal region constraint in [22], without a terminal region constraint but utilizing a certain controllability criterion in [24], or based on contractive MPC in [21], the stability of the proposed predictive path-following controllers is proven. However, very often the problem of an efficient real-time implementation to cope with very small sampling times is not explicitly addressed. To overcome this issue, the authors in [21] propose a linear time-varying formulation based on the discrete-time system equations. This yields a convex quadratic program which can be solved efficiently at each sampling instant. The application of the resulting controller to an X-Y table is presented in [26].

The contribution of this paper is to combine a suboptimal MPC scheme based on indirect methods with path-following. The proposed framework is motivated by the application to a laboratory experiment of a tower crane which is shown in Fig. 1. The goal is to achieve a fast model predictive path-following control under consideration of input constraints of the system. This paper focuses on the derivation of the proposed control framework and its implementation on a real
software for obtaining measurement results whereas stability and convergence are not rigorously investigated. The tower crane is an underactuated mechanical system which exhibits a nonlinear dynamics. It can be represented by a mathematical model with a state space dimension of 10 and three control inputs. The controller operates with a sampling time of 2 ms. These facts demonstrate the performance of the proposed path-following MPC. Nevertheless, the presented control framework is also applicable to predictive path-following for other dynamical systems.

Compared to the approach described in [21], [26] the proposed method does not rely on a linearization of the system equations, constraints or terms related to the cost functional. Furthermore, in contrast to this paper the method in [21], [26] utilizes discretization techniques to obtain a quadratic program at each sampling instant, i.e. it belongs to the class of direct methods. The quadratic program is solved to optimality at each sampling instant by means of a static optimization solver.

This work is organized as follows. Section II introduces the considered tower crane system and the corresponding mathematical model. The objective of path-following control together with a suitable parameterization of the path and the MPC approach are presented in Section III. The real-time implementation is devised in Section IV. In Section V, the proposed control framework is evaluated by means of simulation and experimental results. Conclusions are drawn in Section VI.

Notation

In the context of an OCP, the optimal quantities are indicated with the superscript *. The total derivatives of a function \( x(t) \) with respect to time are denoted by \( \dot{x} \), \( \ddot{x} \), \( x^{(3)} \), and so forth. Given a vector \( y \in \mathbb{R}^n \), \( y^T Q y \) represents the quadratic form with the positive (semi–)definite matrix \( Q \in \mathbb{R}^{n \times n} \). The index \( i \) refers to the \( i \)th component of the respective quantity. A diagonal matrix \( D \) with \( D_{i,i} = y_i \) is denoted as \( \text{diag}(y) \). The orthogonal basis vectors of the Cartesian coordinate system are denoted as \( e_x \), \( e_y \), and \( e_z \).

II. TOWER CRANE SYSTEM

A tower crane is a representative benchmark for path-following control with real-world applicability. The considered laboratory experiment has already been investigated in different contexts in [27] and [28]. For the sake of self-containedness and clearness of this presentation, the description of the system together with the overall control concept, the corresponding mathematical model, and the experimental setup including sensors and actuators are shortly recapitulated.

Two mathematical models are derived. Firstly, a comprehensive mathematical model is assembled in Section II-B which is used for simulation purposes. Secondly, a specific control structure is proposed in Section II-C which allows to set up a compact model serving as basis for the path-following controller.

A. Description of the Tower Crane Experimental Setup

Figure 2 gives an overview of the considered laboratory experiment. The tower crane has five degrees of freedom (DOF), namely the position \( s_1 \) of the trolley along the jib, the length \( s_2 \) of the cable from the trolley to the load, the angular displacement \( \phi_1 \) of the jib, and the angular displacements \( \phi_2 \).
and $\phi_3$ of the cable with respect to the trolley. The cable is guided on the trolley by means of a sleeve mounted on a gimbal, which allows the cable to sway in any direction. The gimbal has a vertical distance of $h = 0.92$ m to the ground of the workspace. The laboratory tower crane is an underactuated mechanical system. Three DOF are actuated ($s_1$, $s_2$, and $\phi_1$) by means of DC motors with armature voltages $v_i$, $i = 1, 2, 3$, and currents $I_i$, $i = 1, 2, 3$, while $\phi_2$ and $\phi_3$ are unactuated. All five DOF $s_1$, $s_2$, $\phi_1$, $\phi_2$, and $\phi_3$ are directly measurable by means of incremental encoders. The corresponding velocities $\dot{s}_1$, $\dot{s}_2$, $\dot{\phi}_1$, $\dot{\phi}_2$, and $\dot{\phi}_3$ are obtained by approximate differentiation. The angular displacements $\phi_2$ and $\phi_3$ of the cable are measured by the angular displacements of the sleeve. However, to reduce friction, the guidance of the cable in the sleeve is not completely tight. This loose guidance inherently introduces measurement errors, which will become apparent in Section V.

B. Comprehensive Mathematical Model

The mathematical model of the laboratory-scale tower crane is calculated based on rigorous physical considerations by means of the Euler-Lagrange equations of motion, see, e.g., [29]. To this end, it is assumed that the cable and the load can be modelled as a mathematical spherical pendulum. This particularly entails that the friction torques in the gimbal (corresponding to the DOF $\phi_2$ and $\phi_3$) are neglected which is justified as the pendulum motion of the load is nearly undamped. The laboratory experiment suffers from considerable friction effects in the actuated axes, which, for the sake of simplicity, are modelled as viscous friction.

Each of the DC motors at the laboratory tower crane is equipped with a current controller which sets the corresponding armature voltage, cf. Fig. 3. The dynamics of these subordinate current control loops are much faster than the typical mechanical time constants of the crane. Due to this fact it is justified, by arguing along the lines of the singular perturbation theory [30], to utilize the actual currents of the DC motors as inputs to the system.

Based on these assumptions the resulting mathematical model of the tower crane partitioned into the actuated and unactuated parts reads as

$$
\begin{bmatrix}
D_A(q) & D_{\text{AU}}(q) \\
D_{\text{AU}}^T(q) & D_U(q)
\end{bmatrix}
\begin{bmatrix}
\dot{q} \\
\dot{\theta}
\end{bmatrix}
+ 
\begin{bmatrix}
C_A(q, \dot{q}) \\
C_{\text{AU}}(q, \dot{q}) \\
C_{\text{UA}}(q, \dot{q}) \\
C_U(q, \dot{q})
\end{bmatrix}
\begin{bmatrix}
q \\
\dot{q}
\end{bmatrix}
=
\begin{bmatrix}
D(q) + g_A(q) + \tau_F(q) \\
0
\end{bmatrix}
= 
\begin{bmatrix}
I_1 \\
I_2 \\
I_3
\end{bmatrix}
$$

with the generalized coordinates $q_A = [s_1 \ s_2 \ \phi_1]^T$, $q_U = [\phi_2 \ \phi_3]^T$, and $q = [q_A \ q_U]^T$. The equations of motion (1) consist of the gravitational and friction terms

$$
g_A(q) = 
\begin{bmatrix}
0 \\
-m_L g \cos(\phi_2) \cos(\phi_3) \sin(\phi_3)
\end{bmatrix}
$$

$$
g_U(q) = 
\begin{bmatrix}
-m_L g \sin(\phi_2) \cos(\phi_3) s_2 \\
-m_L g \cos(\phi_2) \cos(\phi_3) s_2
\end{bmatrix}
$$

$$
\tau_F(q) = 
\begin{bmatrix}
d_1 \dot{s}_1 \\
d_2 \dot{s}_2 \\
d_3 \dot{\phi}_1
\end{bmatrix}
$$

and the actuator input matrix

$$
B_r = \text{diag}\left(\frac{R_{k_1}}{r_1}, \frac{R_{k_2}}{r_2}, R_{k_3}\right)
$$

with $m_L$, $g$, $d_i$, $R_i$, $k_i$ denoting the load mass, gravitational acceleration, viscous friction coefficients, transmission ratios, and torque constants, $i = 1, 2, 3$, respectively. The inertia matrix $D(q)$ and the vector of centripetal and Coriolis terms $C(q, \dot{q}) \dot{q}$ are omitted for brevity. The trolley is driven by means of a toothed belt with $r_1$ denoting the radius of the pulley. The constant radius of the cable drum is denoted as $r_2$.

C. Control Concept and Mathematical Model

In principle, the comprehensive mathematical model (1) of the laboratory tower crane with the idealized current controllers could be used as the basis for a path-following controller. However, to compensate for the friction in the actuated DOF and to be independent of the actual value of the load mass it is advantageous to additionally use velocity controllers for each of the actuated DOF in another level of the cascaded control structure. It turns out in practice that the velocity controllers perform well and the closed-loop dynamics can be tuned considerably fast, cf. Section V-B. This reasoning allows to set up an overall mathematical model of all components where the dynamics of the velocity control loops is neglected. Thereby, the accelerations $\ddot{s}_1$, $\ddot{s}_2$, and $\ddot{\phi}_1$ of the three actuated DOF are utilized as new control inputs $u = [u_1 \ u_2 \ u_3]^T$. Thus, in consideration of (1), the overall mathematical model reads as

$$
\begin{align}
\ddot{s}_1 &= u_1 \\
\ddot{s}_2 &= u_2 \\
\ddot{\phi}_1 &= u_3
\end{align}
$$

$$
\ddot{q}_U = -D_{\text{AU}}^{-1}(q) \left( D_{\text{AU}}(q) \ u + C_{\text{UA}}(q, \dot{q}) \ \dot{\theta} \right)
+ C_U(q, \dot{q}) \ \dot{q}_U + g_U(q) 
$$

in which $\ddot{q}_U = [\ddot{\phi}_2 \ \ddot{\phi}_3]^T$ are explicitly given by

$$
\ddot{\phi}_2 = \frac{1}{s_2 \cos(\phi_2)} \left( \cos(\phi_2) \ u_1 - s_2 \cos(\phi_2) \sin(\phi_3) \ u_3 \right)
+ 2s_2 \ddot{\phi}_2 \phi_3 \sin(\phi_3) + s_2 \phi_3^2 \cos(\phi_2) \cos(\phi_3) \sin(\phi_3)
- 2s_2 \ddot{\phi}_2 \cos(\phi_3) - s_2 \phi_3 \cos(\phi_2) \cos(\phi_3) \sin(\phi_3)
- 2s_2 \phi_3 \cos(\phi_2) \cos(\phi_3) - s_2 \phi_3 \cos(\phi_2)
$$

$$
\ddot{\phi}_3 = \frac{1}{s_2} \left( \sin(\phi_2) \sin(\phi_3) \ u_1 \ u_3 \ 
- s_2 \sin(\phi_2) \ u_3 + 2s_2 \ddot{\phi}_1 \phi_2 \sin(\phi_3) - 2s_2 \ddot{\phi}_1 \sin(\phi_2)
+ 2s_2 \phi_1 \phi_2 \cos(\phi_3) \cos(\phi_2) \sin(\phi_3) \right)
- s_2 \phi_1 \phi_2 \cos(\phi_3) - s_2 \phi_1 \phi_2 \cos(\phi_2) \cos(\phi_3) \sin(\phi_3)
+ s_2 \phi_1 \phi_2 \cos(\phi_2) \cos(\phi_3)
$$

The model (3) solely contains explicit differential equations and its complexity is much lower than that of (1) which permits fast online calculations. It can be rewritten as a first
order system of differential equations in state space form completed with an output $y \in \mathbb{R}^{n}$

$$
\dot{x} = f(x, u)
$$

(4a)

$$
y = h(x)
$$

(4b)

with $x = [q^T \quad \dot{q}^T]^T$. The set of feasible inputs is given by

$$
U = \{ u \in \mathbb{R}^3 \mid -2 \text{ m/s}^2 \leq u_1 \leq 2 \text{ m/s}^2, \\
-2 \text{ m/s}^2 \leq u_2 \leq 2 \text{ m/s}^2, \\
-2 \text{ rad/s}^2 \leq u_3 \leq 2 \text{ rad/s}^2 \}.
$$

The reference inputs $\dot{s}_{1, \text{des}}, \dot{s}_{2, \text{des}}$ and $\dot{\phi}_{1, \text{des}}$ for the velocity controllers are generated by simply integrating the control inputs $u_i, \ i = 1, 2, 3$.

---

### III. PATH-FOLLOWING CONTROL

This section aims at precisely specifying the problem of path-following control. The required mathematical preliminaries are developed and the control approach using MPC is formulated. For the sake of conciseness, most of the results in this section are given for the considers tower crane system.

#### A. Problem Statement

In the following, a map

$$
\theta \rightarrow p(\theta) \in \mathbb{R}^n, \ \theta \in [\theta_0, \theta_1] \subset \mathbb{R}
$$

(6)

is considered, which defines a geometric path

$$
\mathcal{P} = \{ \bar{p} \in \mathbb{R}^n \mid \bar{p} = p(\theta), \ \theta \in [\theta_0, \theta_1] \}
$$

(7)

in a vector space $\mathbb{R}^n$. $\theta$ is the so-called path parameter which is supposed to take values in the interval $[\theta_0, \theta_1] \subset \mathbb{R}$. It is assumed that the start and the end point of the path correspond to $\theta = \theta_0$ and $\theta = \theta_1$, respectively. Path-following control for a dynamical system aims at tracking a geometric path as given in (7). The difference to trajectory tracking lies in the fact that the time evolution of the path parameter is not predetermined but left as a degree of freedom for the controller. Intuitively the path (7) can be defined in the output space of the dynamical system. The purpose of the path-following controller is to determine inputs such that the output $y = h(x)$ of the system (4) follows the path (7) with $q = m$. This is usually referred to as output path-following, cf. [23]. To simplify the presentation, we restrict our considerations to output paths defined in a flat output space of (4), see [31] for details on differential flatness. In contrast to the general case, this allows to choose the components (assuming $m \geq 2$) of $p(\theta(t))$ independently.

Alternatively the geometric reference to be followed can be defined in the state space $x \in \mathbb{R}^n$. In general this entails that the components of the geometric reference cannot be chosen independently from each other. Furthermore, apart from special cases (see, e.g., [22]) it is not possible to state a curve in the state space defined by

$$
\theta \rightarrow \tilde{p}_x(\theta) \in \mathbb{R}^n, \ \theta \in [\theta_0, \theta_1] \subset \mathbb{R}
$$

(8)

which the system is supposed to follow. Instead, one needs to consider a manifold in the state space which is subsequently referred to as the zero path error manifold [32]. In certain cases it is possible to deduce an explicit parameterization of the zero path error manifold in the form

$$
\tilde{p}_x(\theta, \dot{\theta}, \ddot{\theta}, \ldots) \subset \mathbb{R}^n.
$$

(9)

One natural approach is to derive (9) from a geometric path defined in the output space of the system. In particular, based on an output path defined in a flat output space of (4) the parameterization (9) can be systematically calculated. This fact is also utilized for the considered tower crane system. Therefore, the subsequent considerations rely on (9).

For the tower crane, the goal of path-following control is that the position of the load follows a predefined geometric path. From this point of view it would be natural to formulate the control task as an output path-following problem. However, we will reformulate the problem as a path-following problem in the state space. There are two main reasons for this: First, for the design of the controller, it is desirable to use as much information about the system as possible. As will be described in Section III-B, the load position of the tower crane constitutes a flat output of the system. This has the advantage that all system variables (states and inputs) can be algebraically parameterized by means of the flat output and its time derivatives, cf. [31]. The second reason is that existing stability results on suboptimal MPC usually require to penalize the whole state in the cost functional, see, e.g., [8].

Based on the preceding reasoning, the path-following problem for the tower crane can be formulated as follows. Consider the zero path error manifold (9) in the state space with $\theta \in [\theta_0, \theta_1]$ and the path-following error

$$
e(t) = x(t) - \tilde{p}_x(\theta(t), \dot{\theta}(t), \ddot{\theta}(t), \ldots).
$$

(10)

Suppose that the path-following problem starts at the initial time $t_0$. The goals of the path-following controller are to achieve...
(A) a time evolution of the path parameter \( \theta \) such that \( \theta (t) \in [\theta_0, \theta_1] \), \( \forall t \in [t_0, \infty) \), and \( \lim_{t \to \infty} \theta (t) = \theta_1 \).

(B) asymptotic path convergence \( \lim_{t \to \infty} ||e(t)|| = 0 \), and

(C) satisfaction of the system constraints, i.e. \( u(t) \in \mathcal{U} \), \( \forall t \in [t_0, \infty) \).

One remark concerning the first goal (A) is necessary. Some authors additionally require that the path parameter satisfies \( \dot{\theta}(t) > 0 \), \( \forall \theta(t) \in [\theta_0, \theta_1] \) \( [19, 22] \) or \( \dot{\theta}(t) > 0 \), \( \forall t \in [t_0, \infty) \) \( [24] \) which corresponds to strict monotonous and monotonous forward motion along the path, respectively. These requirements are not used here. Hence, the MPC formulation has to ensure an adequate forward motion towards the end of the path, e.g., by appropriately choosing the cost functional of the underlying OCP.

In principle it is possible to not only account for input but also state constraints of the system, i.e. \( x(t) \in X \) with \( X \) describing the set of feasible states. Although this can be done with the same methods as presented in the following, it does not lie within the scope of this paper.

B. Parameterization of the Zero Path Error Manifold

Based on the preceding problem specification the first task is to find the parameterization of the zero path error manifold \( (9) \). As outlined, this is in general a non-trivial task. However, based on the fact that the load position in Cartesian coordinates, given by

\[
y_L = \begin{bmatrix}
-s_2 \sin(\phi_1) \sin(\phi_2) + \cos(\phi_1) \cos(\phi_2) \\
-s_2 \cos(\phi_1) \sin(\phi_2) - \sin(\phi_1) \cos(\phi_2) \\
-h - s_2 \cos(\phi_2) \\
s_1 \cos(\phi_1) \\
s_1 \sin(\phi_1) \\
0
\end{bmatrix},
\]

constitutes a flat output of the system (cf. [28]), this problem is greatly simplified. The flatness-based parameterization of the state and the input reads as

\[
x = \psi_x (y_L, y_L, \dot{y}_L, \ddot{y}_L), \tag{12a}
\]

\[
u = \psi_u (y_L, y_L, \dot{y}_L, \ddot{y}_L, \dot{\phi}_L), \tag{12b}
\]

which can be utilized to obtain the desired parameterization \( p_e (\theta, \dot{\theta}, \ddot{\theta}, \ldots) \) from the output path defined by

\[
\theta \rightarrow p_e (\theta) \in \mathbb{R}^3, \theta \in [\theta_0, \theta_1]. \tag{13}
\]

To this end, the map \( (13) \) is successively differentiated with respect to time yielding (cf. [33])

\[
\frac{d}{dt} (p_{ue} (\theta)) = \frac{\partial p_{ue} (\theta)}{\partial \theta} \dot{\theta}, \tag{14a}
\]

\[
\frac{d}{dt}^2 (p_{ue} (\theta)) = \frac{\partial^2 p_{ue} (\theta)}{\partial \theta^2} (\dot{\theta})^2 + \frac{\partial p_{ue} (\theta)}{\partial \theta} \ddot{\theta}, \tag{14b}
\]

\[
\frac{d}{dt}^3 (p_{ue} (\theta)) = \varphi_1 (\dot{\theta}, \ddot{\theta}, \vartheta (\theta)), \tag{14c}
\]

\[
\frac{d}{dt}^4 (p_{ue} (\theta)) = \varphi_2 (\dot{\theta}, \ddot{\theta}, \vartheta (\theta), \vartheta (\theta)), \tag{14d}
\]

By inserting the expressions \( (13) \) and \( (14) \) into \( (12a) \) and combining the path parameter together with its derivatives to \( \zeta = [\theta, \dot{\theta}, \ddot{\theta}, \vartheta (\theta), \vartheta (\theta)]^T \), the parameterized zero path error manifold \( \zeta \rightarrow p_e (\zeta), \zeta \in [\theta_0, \theta_1] \) \( (15) \) is obtained, see also [34]. Furthermore, the same procedure and equation \( (12b) \) yield the system inputs

\[
\zeta \rightarrow p_u (\zeta), \zeta \in [\theta_0, \theta_1]. \tag{16}
\]

which in the nominal, undisturbed case with consistent initial conditions guarantees exact path-following, provided that the constraints \( (5) \) are not violated. The expression \( p_e (\zeta) \) will not be utilized for the proposed path-following MPC but it is useful for comparison purposes. Therefore, \( \vartheta (\theta) \) is also contained in \( \zeta \) to allow the calculation of \( p_e (\zeta) \) and \( p_u (\zeta) \) from a given trajectory \( \zeta(t) \).

In principle the presented control scheme can also be applied to other dynamical systems. Note that a major step in the calculations is to find the parameterization of the zero path error manifold \( (15) \). As shown this task can be carried out in a straightforward way if \( p_e (\zeta) \) is derived from an output path defined in a flat output space. In the non-flat case, this might be very difficult.

C. Model Predictive Control Approach

To accomplish the goals for path-following formulated in Section III-A, an MPC approach is utilized. This requires the formulation of an appropriate OCP based on the current system state \( x_k \), which is solved at every sampling instant \( t_k = kT_s \), with the sampling time \( T_s \). As mentioned before, the MPC also has to take care of a suitable time evolution \( \theta(t) \) along the path. To this end, a linear, time-invariant auxiliary system (timing law) is defined as (cf. [24])

\[
\zeta = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
\theta \\
\dot{\theta} \\
\ddot{\theta} \\
\phi_{(3)} \\
\phi_{(4)}
\end{bmatrix} \tag{17}
\]

with a new unconstrained virtual control input \( w \). With these ingredients, the OCP of the MPC at time instant \( t_k \) reads as

\[
\min_{\tilde{u}(\cdot)} J(t_k, \tilde{u}(\cdot)) \tag{18a}
\]

subject to

\[
\dot{x} = f(x, \tilde{u}), \quad \tilde{x}(t_k) = x_k \tag{18b}
\]

\[
\dot{\zeta} = A \zeta + Bw, \quad \zeta(t_k) = \zeta(t_k - 1) + T_s \tag{18c}
\]

\[
\tilde{u}(t) \in \mathcal{U}, \quad \forall t \in [t_k, t_k + T_s] \tag{18d}
\]

\[
\tilde{z}(t) \in [\theta_0, \theta_1], \quad \forall t \in [t_k, t_k + T_s] \tag{18e}
\]

with \( \tilde{u} = [\tilde{u}^T, w]^T \) and the cost functional

\[
J(t_k, \tilde{u}(\cdot)) = \int_{t_k}^{t_k + T_s} L(x, \tilde{z}, \tilde{u}, w) \, dt + V(\tilde{x}(t_k + T_s), \tilde{z}(t_k + T_s)). \tag{19}
\]
Here $T$ is the prediction horizon and $x_k$ the measured system state at sampling instant $t_k$. The initial condition for the auxiliary system is set to $\bar{z}_{k-1} = (x_{k-1} + T_x)$, which is the optimal solution found at the previous sampling instant $t_{k-1}$ and evaluated at $t_k = t_{k-1} + T$. For $t_k$, $z(t_0) = [\theta_0 \ 0 \ 0 \ 0 ]^T$ is used. The cost functions in (19) are chosen in the form

$$ l (\bar{x}, \bar{z}, \bar{u}, \bar{w}) = \frac{1}{2} \left[ (\bar{x} - p_e(\bar{z})) Q_e + (\bar{\bar{z}} - \bar{z}) Q_{\bar{z}} \right] + \left[ \bar{u} \right] R_u + \left[ \bar{w} \right] R_w $$

and

$$ V (\bar{x}, \bar{z}) = \frac{1}{2} \left[ (\bar{x} - p_e(\bar{z})) S_e + (\bar{\bar{z}} - \bar{z}) S_{\bar{z}} \right], $$

respectively. The bar refers to internal variables of the algorithm. Having in mind the goals of the path-following MPC, the cost functional weights the deviation of $x$ from the desired zero path error manifold and the deviation of $z$ from the desired end point $z_e = [\theta_1 \ 0 \ 0 \ 0 ]^T$. The focus lies on the MPC formulation without explicit terminal constraints, which on the one hand improves the computational efficiency when solving (18) and on the other hand gives the possibility for the application of efficient suboptimal MPC schemes, cf. [8], [14].

Several authors investigate stability of MPC without explicit terminal constraints, see, e.g., [8], [35]. [36]. However, an in-depth stability and convergence analysis for the proposed control approach does not lie within the scope of this paper.

Let $\tilde{v}_j(t, t_k)$ denote the control input to (18) at sampling instant $t_k$ with $t \in [t_k, t_k + T]$. In the “ideal” MPC-case, (18) is solved at every sampling instant $t_k$ yielding the global optimal solution $\tilde{v}^*(t, t_k)$ together with the optimal value of the cost functional $J^*(t_k) := J(t_k, \tilde{v}^*(t, t_k))$. The optimal input $\tilde{v}^*(t, t_k)$ is applied to the system during the time interval $[t_k, t_k + T]$. At $t_k + T$, the optimization horizon is shifted forwards, the system state is measured, and (18) is solved again. However, the requirement to calculate the optimal solution of (18) within the sampling time $T = 2$ ms is computationally intractable. Therefore, a suboptimal strategy is employed which does not require the calculation of the optimal solution of (18) but basically relies on the improvement of the value of the cost functional from one sampling instant to the next, cf. [8].

IV. REAL-TIME IMPLEMENTATION

A. Fast Model Predictive Control

Fast MPC schemes usually relax the requirement of finding the optimal solution at each sampling instant. Instead, and particularly with regard to stability arguments, they rely on an improvement of the current value of the cost functional from one sampling instant to the next.

For solving the path-following MPC in a suboptimal and therefore real-time capable fashion, an MPC scheme based on indirect methods using the gradient projection method is utilized, subsequently referred to as GPMPC, see, e.g., [14]. It has already been applied to the considered tower crane in [27] for set-point stabilization and in [28] for trajectory tracking. However, path-following MPC has not been investigated so far, which is especially challenging due to the increased number of states and inputs and the state constraint (18e). The reasons for choosing GPMPC are the memory and time efficient computations and the low implementation effort.

The gradient projection method aims at solving the necessary optimality conditions of Pontryagin’s maximum principle (cf. [13]) for the OCP (18a)-(18d), i.e. without the state constraint (18e).

$$ \begin{align*}
\dot{x}^* &= f(\bar{x}^*, \bar{u}^*), \\
\dot{z}^* &= A\tilde{z} + B\bar{u}^*, \\
\lambda^*_z &= -\left( \frac{\partial H}{\partial x} \right)^T (\tilde{x}^*, \tilde{z}^*, \tilde{\bar{v}}^*, \lambda^*_x, \lambda^*_z) \\
\lambda^*_z &= -\left( \frac{\partial H}{\partial z} \right)^T (\tilde{x}^*, \tilde{z}^*, \tilde{\bar{v}}^*, \lambda^*_x, \lambda^*_z), \\
H(\tilde{x}^*, \tilde{z}^*, \tilde{\bar{v}}^*, \lambda^*_x, \lambda^*_z) &\leq H(\tilde{x}^*, \tilde{z}^*, \tilde{\bar{v}}, \lambda^*_x, \lambda^*_z), \\
\forall t \in [t_k, t_k + T], \quad \forall \bar{v} \in \left\{ \left[ u^T \ w^T \right] | u \in U, w \in R \right\}
\end{align*} $$

where the Hamiltonian reads as $H(\tilde{x}^*, \tilde{z}^*, \tilde{\bar{v}}, \lambda^*_x, \lambda^*_z) = l(\tilde{x}, \tilde{z}, \tilde{\bar{v}}, \lambda^*_x, \lambda^*_z) + \lambda^*_x f(\tilde{x}, \tilde{u}) + \lambda^*_z (A\tilde{z} + B\tilde{\bar{v}})$. The gradient projection method is especially well suited for OCPs without terminal constraints because in this case the adjoint states $\lambda^*_x = [\lambda^*_x, \lambda^*_z]$ are fully determined by (21f) and (21g).

Therefore, a simple backward integration of (21c) and (21d) is possible. Let $\tilde{v}_{j+1}(t, t_k)$ denote the input in iteration $j$ of the gradient projection method. Starting with an initial guess $\tilde{v}_{(0)}(t, t_k)$, the method can briefly be described as follows (for further details see [14]).

Algorithm 1 (Gradient Projection Method)

1) Integrate the system differential equations (21a), (21b) in forward direction by using $\tilde{v}_{(j)}(t, t_k)$ yielding $\tilde{x}_{(j)}$ and $\tilde{z}_{(j)}$.

2) Integrate the adjoint differential equations (21c), (21d) in backward direction by utilizing the terminal conditions (21f) and (21g) yielding $\lambda_{x(j)}$ and $\lambda_{z(j)}$.

3) Calculate the search direction as the negative gradient of the Hamiltonian,$$ d_{(j)}(t) = -\left( \frac{\partial H}{\partial x} \right)^T (\tilde{x}_{(j)}, \tilde{z}_{(j)}, \tilde{v}_{(j)}(t, t_k), \lambda_{x(j)}, \lambda_{z(j)}).
$$

4) Solve the line search problem $\alpha^* = \arg \min_{\alpha \geq 0} J(t_k, \Pi(\tilde{v}_{(j)}(t, t_k) + \alpha d_{(j)}(t))).$

5) Calculate $\tilde{v}_{(j+1)}(t, t_k) = \Pi(\tilde{v}_{(j)}(t, t_k) + \alpha^* d_{(j)}(t)).$

6) Check if some termination condition is satisfied, if not set $j \leftarrow j + 1$ and return to step 1).

$\Pi(\cdot)$ denotes the projection operator onto the feasible set $\left\{ \left[ u^T \ w^T \right] | u \in U, w \in R \right\}$. The line search in step 4) of the
algorithm is usually carried out approximately, for example by using polynomial interpolation. When using Algorithm 1 in the context of suboptimal GP MPC it is terminated after a fixed number of iterations $N$. Subsequently $\psi(N)(t, t_k)$ is applied to the system during the time interval $[t_k, t_k + T_s]$. At the next sampling instant, $\psi(N)(t, t_k)$ is used to construct an initial input $\psi(0)(t, t_{k+1})$ (cf. [14]) and the gradient projection method again performs $N$ iterations.

Algorithm 1 reveals the advantages of the gradient projection method which allows an efficient MPC implementation. In each MPC step, $N$ numerical integrations of the system and adjoint differential equations have to be performed, which is computationally expensive and results in a predictable behaviour. Furthermore, a scalar optimization problem has to be solved for $\alpha^*$, which, however, can be done efficiently in an approximate fashion. Provided that a sufficiently small sampling time $T_s$ is used, a small number of iterations (e.g. $N = 2$) suffices to achieve satisfactory control results.

Considering the problem at hand, the main disadvantage of GP MPC in the presented formulation is that state constraints like (18e) cannot be handled in a straightforward way.

B. Application to Path-Following MPC

To allow an application of the presented GP MPC to the OCP (18), the state constraint (18e) has to be implicitly taken into account and must not appear explicitly in the OCP. Here only the upper bound

$$\zeta_1 \leq \theta_1$$  \(22\)

is considered whereas the lower bound $\zeta_1 \geq \theta_0$ is supposed to be automatically fulfilled. This assumption is reasonable since $\zeta_1(t_0) = \theta_0$ and the cost functional weights the deviation of $\zeta_1$ from $\theta_0$. Therefore, by an appropriate choice of the weights for $\zeta_1$, the MPC will aim at steering $\zeta_1$ to $\theta_1$ with $\zeta_2 \geq 0$, i.e. $\zeta_1$ increases, which means that $\zeta_1 \geq \theta_0$ is not violated.

The state constraint (22) is considered by combining the ideas presented in [37] and [38]. The concept is to transform the states of the auxiliary system (17) into unconstrained coordinates via an invertible transformation. By introducing a slack variable $\eta_1(t)$, the inequality constraint (22) is formulated as an equality constraint

$$\zeta_1 - \theta_1 + \frac{1}{2} \eta_1^2 = 0,$$  \(23\)

which guarantees satisfaction of (22) for all $\eta_1(t) \in R$. Successive differentiation of (23) and substitution of the system equations (17) until the input $w$ appears explicitly yields

$$\zeta_2 + \eta_1 \eta_2 = 0,$$  \(24a\)

$$\zeta_3 + \eta_2^2 + \eta_2 \eta_3 = 0,$$  \(24b\)

$$\zeta_4 + 3\eta_2 \eta_4 + \eta_2 \eta_4 = 0,$$  \(24c\)

$$\zeta_5 + 3\eta_2^2 + 4\eta_2 \eta_5 + \eta_2 \eta_5 = 0,$$  \(24d\)

$$w + 10\eta_2 \eta_4 + 5\eta_2 \eta_5 + \eta_2 \eta_5 = 0,$$  \(24e\)

with the integrator chain $\eta_i = \eta_{i-1}$, $i = 1, \ldots, 4$ and the new control input $w = \eta_5$. From (23) and (24a)-(24d), a nonlinear invertible coordinate transformation

$$\zeta = \gamma_1(\eta)$$  \(25\)

with $\eta = [\eta_1 \ \eta_2 \ \eta_3 \ \eta_4 \ \eta_5]^T$ can be easily deduced. Notice that the inverse transformation $\eta = \gamma^{-1}_1(\zeta)$ exists only on the subspace $\{\zeta \in R^5 | \zeta_1 \leq \theta_1\}$. From (24e) the original input

$$w = \gamma_2(\eta, w)$$  \(26\)

can be calculated. Inserting (25) and (26) into the OCP (18) (apart from $\zeta_1 \geq \theta_0$) yields the new OCP without state constraints

$$\min_{\eta(t)} J_1(t_k, \bar{v}_1(\cdot))$$  \(27a\)

subject to

$$\dot{x} = f(x, \bar{v}_1), \quad \bar{x}(t_k) = x_k,$$  \(27b\)

$$\dot{\eta} = A \bar{\eta} + B \bar{v}_1, \quad \bar{\eta}(t_k) = \bar{\eta}_{k-1} - (t_k - T_s),$$  \(27c\)

$$\bar{u}(t) \in U, \quad \forall t \in [t_k, t_k + T],$$  \(27d\)

with $\bar{v}_1 = [\bar{u}^T \ \bar{w}_1]^T$ and the cost functional

$$J_1(t_k, \bar{v}_1(\cdot)) = \int_{t_k}^{t_k + T_s} \left( l(\bar{x}, \gamma_1(\bar{\eta}), \bar{u}, \gamma_2(\bar{\eta}, \bar{w}_1)) \right) dt + V(\bar{x}(t_k + T), \gamma_1(\bar{\eta}(t_k + T))).$$  \(28\)

The term $\bar{\eta}_{k-1} - (t_k - T_s)$ denotes the optimal solution of the previous sampling instant, evaluated at $t_{k-1} + T_s$, where for $t_0$, $\bar{\eta}(t_0) = \gamma^{-1}_1(\zeta(t_0))$ is used. Utilizing (25) and (26), one can easily calculate the optimal quantities $\bar{\eta}^*$ and $\bar{w}_1^*$ from the optimal solution of (27) $\eta^*$ and $w^*$. The solution of (27) automatically satisfies the constraint (22) and $J(t_k, \bar{v}^*(t_k, t_k)) = J_1(t_k, \bar{v}_1^*(t_k, t_k))$.

Another rationale for omitting an explicit implementation of $\zeta_1 \geq \theta_0$ is that the solution of the transformed OCP (27) exhibits singular arcs (cf. [39]) whenever the original constraint (22) is fulfilled with equality (cf. [38]). At the initial point, where $\zeta_1(t_0) = \theta_0$, this would lead to numerical difficulties in the solution procedure of the gradient projection method.

The OCP (27) can be solved with GP MPC in a receding horizon fashion, which results in a real-time capable path-following MPC.

V. Simulation and Experimental Results

This section contains performance evaluations of the proposed MPC strategy and results from the laboratory tower crane system introduced in Section II. In addition, robustness investigations and a comparison with a trajectory tracking MPC are carried out.

The output path defined by (13) is represented by means of a four times continuously differentiable B-spline curve with the path parameter values at the beginning and at the end of the curve satisfying $\theta_0 = 0$ and $\theta_1 = 1$, respectively. Henceforth two different geometric paths $p_{gy.1}$ and $p_{gy.2}$ will be considered. Both output paths start at $p_{gy.2}(-\theta_0) = [0.35 \text{ m} \ 0.5 \text{ m} \ 0.15 \text{ m}]^T, i = 1, 2$. The initial condition of the system is either chosen in conformity with this starting point (nominal initial condition) or with a slight deviation according to $yL = [0.4 \text{ m} \ 0.5 \text{ m} \ 0.2 \text{ m}]^T$. Figure 4 shows
the desired output paths in the workspace of the crane. The cylinder and the dashed represent the inner and outer constraints for \( s_1 \) with values 0.2 m and 0.8 m, respectively. The complicated shapes of the desired output paths are chosen for demonstration purposes to illustrate the performance of the proposed control scheme.

The weighting matrices of the path-following MPC are chosen according to

\[
Q_v = \text{diag} \begin{bmatrix} 1000 & 1000 & 1000 & 200 & 200 \\
50 & 50 & 50 & 5 & 5 \end{bmatrix},
\]

(29a)

\[
Q_\zeta = \text{diag} \begin{bmatrix} 5 & 2 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \end{bmatrix},
\]

(29b)

\[
R_v = \text{diag} \begin{bmatrix} 1 & 1 \\
1 & 1 \end{bmatrix},
\]

(29c)

\[
R_\text{w} = 0.05, 
\]

(29d)

\[
S_\zeta = \text{diag} \begin{bmatrix} 1 & 1 & 1 & 1 \end{bmatrix},
\]

(29e)

and \( S_\zeta \) equal to zero. The control algorithm is executed on the real-time operating system MATLAB xPC Target on an Intel Core-Duo CPU E6700 with 2.7 GHz. Forward and backward integration of the system and the adjoint differential equations within the gradient projection method is carried out by means of Heun’s method with 21 equally spaced discretization points on an optimization horizon of \( T = 2 \) s. To illustrate the real-time capability, the execution time of the gradient projection method according to Algorithm 1 is determined for different numbers of iterations \( N \). The respective number of iterations is carried out for one fixed initial condition 1000 times in order to calculate the mean and standard deviation of the execution times which are shown in Table I. The results confirm the linear run-time complexity in the number of iterations \( N \).

Considering the sampling time \( T_s = 2 \) ms, \( N = 2 \) is chosen, which results in a satisfactory control performance and leaves enough time for other tasks to be fulfilled by the CPU. Due to the small sampling time, it suffices to apply the constant \( \bar{v}_i(N) \) \((t_k, t_k)\) during the sampling interval \([t_k, t_k + T_s]\) to the system.

At the laboratory experiment the control structure according to Fig. 3 is utilized. All subsequent simulation studies are carried out with the comprehensive model (1) of the laboratory tower crane. In particular the same velocity controllers as for the laboratory experiment are used in the simulation.

A. Evaluation of the Proposed Path-Following Controller

In the following, the indices \( \hat{e} \) and \( \hat{u} \) refer to the experimental and simulation results obtained from the application of the proposed path-following MPC to the laboratory tower crane. Furthermore, quantities labelled with the index \( \text{id} \) denote the simulated results of the “ideal” MPC case, where the optimal solution of (18) (up to numerical accuracy) is calculated in each sampling instant and applied to the system. If confusion is excluded, the indices are omitted. In all cases the desired geometric path is given by \( p_{L,1} \). The following Subsections V-A1 and V-A2 present results of the proposed path-following control concept for the scenarios of a deviating initial condition and an external disturbance force acting on the load. A video of these test cases can be found on http://www.acin.tuwien.ac.at/fileadmin/cds/videos/....

1) Deviation from the Nominal Initial Condition: The time evolutions of the values of the cost functional in each sampling instant are shown in Fig. 5. The requirement of monotonically decreasing values of the cost functional is fulfilled, apart from small time intervals in the experiment, which result from measurement inaccuracies and the approximate differentiation scheme to estimate the velocities.

Figure 6 shows \( \zeta_{1,\text{id}} \) together with the virtual input \( w_{\text{exp}} \) compared to \( \zeta_{1,\text{id}} \) from the ideal MPC-case. The quantities \( \zeta_{1,\text{exp}} \) and \( w_{\text{exp}} \) are calculated by means of (25) and (26). The constraint \( \zeta_1 \leq \theta_1 \) is fulfilled and the assumption \( \zeta_1 \geq \theta_0 \) is also justified. At the laboratory experiment, the motion of the load along the path needs slightly more time compared to the ideal MPC-case. This results from the suboptimal MPC implementation and the measurement and modelling inaccuracies at the laboratory experiment.

Figure 7 shows the inputs \( u \) from the laboratory experiment in comparison with \( \hat{u} \) which is calculated by inserting \( \zeta(t) \)
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the values of the cost functional in each sampling instant. The disturbance at $t \approx 6 \text{s}$ causes the path parameter evolution to slow down resulting in a complete stop at $t \approx 9 \text{s}$. As a result, the overall travel along the path lasts a few seconds longer than in the undisturbed case, cf. Figs. 6 and 10. As soon as the value of the cost functional returns to the value it had without disturbance, the path traverse is continued with the cost functional values converging to zero in a monotonically decreasing manner. The disturbance at $t \approx 24 \text{s}$ has a significant influence on the position of the load (cf. Fig. 12) with a displacement in $e_x$- and $e_y$-direction of approximately 0.2 m and 0.15 m, respectively. Thus, large values of the cost functional are the result, which, however, are quickly forced to zero. The spikes in the values of $J_{\text{exp}}$ result from measurement inaccuracies, the approximate differentiation scheme to estimate the velocities, and from friction effects.

The time evolutions of the control inputs $u_i$, together with their flatness-based parameterization $\hat{u}_i$, $i = 1, 2, 3$, are depicted in Fig. 11. The effect of the disturbances can be clearly inferred from the difference between $u_i$ and $\hat{u}_i$. However, after compensating for the disturbances, the corresponding values match again quite well.

Figure 12 shows that the deviation of the load position $y_L$ from the nominal initial condition as well as the disturbances resulting from the external forces are well compensated.

**B. Robustness Investigations**

According to Section II-C the path-following MPC assumes perfectly working velocity controllers. In this regard, Fig. 13 shows the comparison of the desired with the actual velocities of the actuated axes at the laboratory experiment for the test case of deviating initial conditions (cf. Subsection V-A1). The desired velocities $\dot{s}_{1,\text{des}}$, $\dot{s}_{2,\text{des}}$, and $\dot{\phi}_{1,\text{des}}$ are calculated by integration of the control inputs $u_i$, $i = 1, 2, 3$, according to Fig. 7. As can be inferred from Fig. 13, the velocity controllers work quite well at the laboratory experiment which also applies to the simulations. However, the assumption of perfectly working velocity controllers is never fulfilled exactly. Therefore, it is of interest to investigate if the MPC still achieves satisfactory results even if the velocity controllers are far from being ideal.

In practice, a bad performance of the velocity controllers may be caused, e.g., by large variations of the load mass or unknown friction effects. To investigate possible consequences of these effects simulation studies are carried out using velocity controllers which are badly tuned on purpose. Again, the scenario of deviating initial conditions is considered. Figure 14
shows the actual position of the load $y_L$ in comparison with the desired geometric path $\hat{y}_L$. Additionally, $s_1$ is compared to $s_{1,\text{des}}$. Despite the large deviations in the velocity (which occur similarly for $s_2$ and $\hat{s}_2$), the path-following MPC is still able to follow the reference very well which can be seen in Fig. 14 by comparing $y_L$ with $\hat{y}_L$. Therefore, the much smaller deviations at the laboratory experiment according to Fig. 13 are not critical for the path-following MPC. Furthermore, the assumption of perfectly working velocity controllers for the mathematical model (3) is not crucial.

C. Comparison with a Trajectory Tracking Controller

In this subsection, the proposed path-following control concept (PFC) is compared to a model predictive trajectory tracking controller (TTC). The TTC also utilizes GP-MPC as described in Section IV-A and is based on the OCP

$$\min_{\hat{u}(\cdot)} J_{\text{TTC}}(t_k, \hat{u}(\cdot))$$

subject to

$$\dot{x} = f(x, \hat{u}), \quad \dot{x}(t_k) = x_k$$

$$\hat{u}(t) \in U, \quad \forall t \in [t_k, t_k + T]$$

with the cost functional

$$J_{\text{TTC}}(t_k, \hat{u}(\cdot)) = \frac{1}{2} \left( x(t_k + T) - x_d(t_k + T) \right)^2_{G_x} + \int_{t_k}^{t_k + T} \left( \dot{x}(t) - x_d(t) \right)_Q + \left( \hat{u}(t) \right)_R \, dt$$

and the desired trajectory of the states $x_d(t)$ which is generated based on the parameterized zero path error manifold (15). To this end a monotonically increasing four times continuously differentiable function

$$[0, T_1] \ni t \rightarrow \theta_1(t) \in [\theta_0, \theta_1]$$

with $\theta_1(0) = \theta_0$ and $\theta_1(T_1) = \theta_1$ is defined where $T_1$ denotes the end time of the trajectory. The desired trajectory of the states follows as $x_d(t) = p_x(\zeta(t))$ with $\zeta_2(t) =$

$$\begin{bmatrix} \theta_1(t) & \dot{\theta}_1(t) & \ddot{\theta}_1(t) & \dot{\theta}_1(3)(t) & \ddot{\theta}_1(4)(t) \end{bmatrix}.$$ The weighting matrices in the cost functional (31) are the same as for the PFC.

In order to hit the input constraints, in the following the set of feasible inputs is changed to

$$U = \{ u \in \mathbb{R}^3 \mid -0.8 \, \text{m s}^{-2} \leq u_1 \leq 0.8 \, \text{m s}^{-2},$$

$$-8.0 \, \text{m s}^{-2} \leq u_2 \leq 0.8 \, \text{m s}^{-2},$$

$$-0.8 \, \text{rad s}^{-2} \leq u_3 \leq 0.8 \, \text{rad s}^{-2} \}.$$ The reason for this step is that the physically motivated constraints (5) are quite generous. Thus, unreasonable measures, e.g., huge disturbances, would have to be taken to come close to one of the original input constraints (5).

Two scenarios for comparing the PFC and the TTC are considered with the desired geometric paths given by $p_{y_L,1}$ and $p_{y_L,2}$, respectively (cf. Fig. 4). In both test cases the system starts at the nominal initial condition. The first scenario comprises two impulse-like disturbance forces on the load similar to Subsection V-A2 whereas in the second scenario no disturbances are considered. For reasons of reproducibility and to be able to apply the same disturbance to the system for both controllers the investigations are carried out in the simulation and not on the laboratory experiment (to this end the model (1) is appropriately extended). A further benefit of this strategy is that the essential results are not distorted by, e.g., measurement inaccuracies.

Concerning the first scenario, Fig. 15 shows the actual position $y_L$ of the load in comparison with the desired trajectory $\hat{y}_L$ for the TTC together with $\zeta_1(t)$ given by (32). In Fig. 16 the inputs and $\zeta_1(t)$ for the PFC are depicted. The corresponding results for $y_L$ and $\hat{y}_L$ are similar to Fig. 12 and are omitted for brevity. The first disturbance causes the path parameter evolution of the PFC to stop with a short period of time where $\theta(t) < 0$. Additionally the input constraints for $u_2$ and $u_3$ according to (33) get active. The deviations resulting from the second disturbance are well compensated by both controllers in a very similar manner.

Figure 17 shows $y_L$ in comparison with $\hat{y}_L$ for the PFC and the TTC in the workspace of the crane. The corresponding results are reduced to the region of the path parameter where
the effects of the first disturbance force are visible (the small squares mark the points where the impulse-like force is acting on the load). The superiority of the PFC in terms of tracking the geometric reference is clearly highlighted.

The second scenario is concerned with following the path \( p_{PLL,2} \) (cf. Fig. 4), which comprises several sharp turns. Figures 18 and 19 show the inputs \( u \) from the PFC and the TTC, respectively. Additionally, the time evolutions of \( z_1(t) \) are depicted. The time needed for the overall travel along the path as well as the performance in tracking the geometric reference is virtually the same for both controllers. However, the input \( u_3 \) from the TTC touches the upper constraint during a short period of time which precludes exact tracking. This emphasizes the fact that it is in general a non-trivial task to choose an appropriate end time \( T_i \) and \( \theta_i(t) \) such that system constraints are respected. The PFC slows down the evolution of the path parameter during sharp turns to avoid touching the constraints. Generally this behaviour results in smaller values of the control inputs.

VI. CONCLUSION

A path-following MPC scheme for a laboratory tower crane was presented. Starting from the geometric path of the load, the corresponding zero path error manifold in the state space was obtained using the theory of differential flatness. The proposed controller aims at tracking the zero path error manifold while additionally determining the time evolution along the path. To this end, an auxiliary system was defined which describes the time evolution of the path parameter and its derivatives. The control input of the auxiliary system was determined by MPC in such a way that the deviation from the zero path error manifold is kept as small as possible. For the design of the control scheme, existing ideas on path-following MPC were adopted but formulated without terminal constraints. This not only allows for the consideration of system constraints but also permits the application of a fast MPC scheme based on the gradient projection method. In each sampling instant, the gradient projection method is terminated after a predefined finite number of iterations which guarantees real-time feasibility even with very small sampling times.

Results from simulation and experimental studies on a laboratory tower crane show promising results and emphasize the usefulness of the proposed approach. Robustness studies underline the validity of the proposed control concept. The comparison with a trajectory tracking controller reveals the advantages of the path-following controller. Current work is dedicated to the investigation of stability and convergence issues of the proposed path-following MPC scheme.
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