A simple control-oriented model of an indirect-fired strip annealing furnace
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Abstract

A simple mathematical model of an indirect-fired strip annealing furnace for real-time control and optimization purposes is developed. The considered furnace is part of a hot-dip galvanizing line and is used for continuous heat treatment of steel strips. The heat that is released during the combustion process inside the radiant tubes is calculated by means of steady-state mass and enthalpy balances. For discretizing the heat conduction problem of the radiant tube wall and the furnace wall, Galerkin’s method is used. Furthermore, simple heat balances are employed to model the temperature evolution of the guiding rolls and the strip. To facilitate an accurate representation of the strip temperature, the strip motion is described by Lagrangian coordinates. Heat transfer by conduction and radiation interconnects the individual dynamic submodels. Measurements from the real plant demonstrate the accuracy of the derived model, which is computationally rather inexpensive and thus suitable for model-based control and optimization.
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1. Introduction

1.1. Strip annealing furnaces

In the steel industry, annealing furnaces are used for reheating and heat treatment of steel products. The annealing furnace considered in this analysis is part of a hot-dip galvanizing line of voestalpine Stahl GmbH in Linz, Austria. In this strip processing line, a combined direct- and indirect-fired furnace is installed for the heat treatment of steel strip in order to achieve the desired material properties and to prepare the strips for subsequent surface treatment, i.e., hot dip galvanizing. In this paper, the indirect-fired furnace that comes right after the direct-fired furnace [43] will be addressed. To realize a continuous operation of this processing line, the strips are welded together to form an endless strip.

1.2. Motivation for a furnace model

The heat treatment of steel strips consumes large amounts of energy. For a high product quality, the temperature evolution of the strip processed in the furnace is of vital importance. In order to achieve the desired product properties, the strip has to be heated according to a predefined temperature trajectory [3, 7]. From a control point of view, this is a challenging task, particularly in transient furnace operation, e.g., when a welded joint traverses the furnace or when the strip velocity changes. The control task is further complicated by the fact that the strip temperature can only be monitored by radiation pyrometers located at a very few discrete points in the furnace. Since the demands on the furnace operation in terms of product quality, energy consumption, and flue gas emissions are steadily increasing, there is a need for advanced control and optimization methods that take into account all these difficulties.

In the current paper, a mathematical model of the indirect-fired strip annealing furnace is derived. The focus of research is to obtain a dynamical model of the strip temperature that captures the essential nonlinearities of the system and that is a good compromise between accuracy and computational efficiency. In fact, the model should be real-time capable. The proposed model should serve as a point of departure for designing a model-based control concept for the considered furnace.

1.3. Indirect-fired furnace

The considered indirect-fired furnace, schematically shown in Fig. 1, consists of a radiant tube heating section (RTH) and a radiant tube soaking section (RTS) which are separated by a partition wall. Both sections are equipped with W-shaped radiant tubes that are grouped into individual control zones. All radiant tubes of a control zone are supplied with the same amount of fuel and combustion air. Moreover, the radiant tubes are controlled in a continuous mode meaning that the fuel supply can be adjusted continuously between a minimum and maximum value.

Inside each radiant tube, natural gas is burnt in a fuel-lean combustion process. The heat released by the combustion process is either transferred through the wall of the radiant tube into the furnace chamber or it is lost in form of sensible heat of the exhaust gas leaving the radiant tube after a local recuperator, which is used for preheating the combustion air. Within the furnace chamber, the supplied heat is used for heating the strip
The strip is preheated in the direct-fired furnace and enters the indirect-fired strip annealing furnace, consisting of well-insulating refractory material.

2. The strip from oxidation, an inert gas atmosphere is realized inside the furnace.

The heat that is transferred into the furnace chamber but not used for heating the strip, leaves the furnace through the furnace wall. To keep this heat loss low, the casing of the furnace consists of well-insulating refractory material.

<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latin symbols</td>
<td>B vector of radiosities (W/m²)</td>
</tr>
<tr>
<td></td>
<td>B_i radiosity (W/m²)</td>
</tr>
<tr>
<td></td>
<td>b_s strip width (m)</td>
</tr>
<tr>
<td></td>
<td>c_i specific heat capacity (J/kg K)</td>
</tr>
<tr>
<td></td>
<td>D_i diameter of a radiant tube (m)</td>
</tr>
<tr>
<td></td>
<td>d_i thickness (m)</td>
</tr>
<tr>
<td></td>
<td>g_i weighting factor ( )</td>
</tr>
<tr>
<td></td>
<td>H_i vector of irradiances (W/m²)</td>
</tr>
<tr>
<td></td>
<td>H_i radiation (W/m²)</td>
</tr>
<tr>
<td></td>
<td>h specific enthalpy per mol (J/mol)</td>
</tr>
<tr>
<td></td>
<td>ΔH_i enthalpy of reaction per mol (J/mol)</td>
</tr>
<tr>
<td></td>
<td>Δk_i enthalpy of reaction per kg (J/kg)</td>
</tr>
<tr>
<td></td>
<td>h_i(γ) trial function ( )</td>
</tr>
<tr>
<td></td>
<td>i index</td>
</tr>
<tr>
<td></td>
<td>J number of layers of the wall</td>
</tr>
<tr>
<td></td>
<td>k_i constant of lumped parameter system of the wall (J/m²K)</td>
</tr>
<tr>
<td></td>
<td>K_i constant of lumped parameter system of the wall (W/m²K)</td>
</tr>
<tr>
<td></td>
<td>k_i thermal heat conductivity (W/mK)</td>
</tr>
<tr>
<td></td>
<td>L length of a tube (m)</td>
</tr>
<tr>
<td></td>
<td>M mapping matrix ( )</td>
</tr>
<tr>
<td></td>
<td>M_i molar mass (kg/mol)</td>
</tr>
<tr>
<td></td>
<td>n_i mass flow (kg/s)</td>
</tr>
<tr>
<td></td>
<td>N_d number of deflection rolls</td>
</tr>
<tr>
<td></td>
<td>N_G number of trial functions</td>
</tr>
<tr>
<td></td>
<td>N_r number of radiant tubes</td>
</tr>
<tr>
<td></td>
<td>N_s number of strip elements (Eulerian framework)</td>
</tr>
<tr>
<td></td>
<td>N_s number of strip elements (Lagrangian framework)</td>
</tr>
<tr>
<td></td>
<td>N_w number of wall sections</td>
</tr>
<tr>
<td></td>
<td>N_c number of control zones</td>
</tr>
<tr>
<td></td>
<td>P matrix for computing heat flux densities (W/m²K)</td>
</tr>
<tr>
<td></td>
<td>Q_i heat flow (W)</td>
</tr>
<tr>
<td></td>
<td>q_i vector of heat flux densities (W/m²)</td>
</tr>
<tr>
<td></td>
<td>q_i heat flux density (W/m²)</td>
</tr>
<tr>
<td></td>
<td>R_c thermal contact resistance</td>
</tr>
<tr>
<td></td>
<td>r_ij distance between two interacting surfaces (m)</td>
</tr>
<tr>
<td></td>
<td>S vector of surface areas (m²)</td>
</tr>
<tr>
<td></td>
<td>S surface area (m²)</td>
</tr>
<tr>
<td></td>
<td>s matrix of direct exchange areas (m²)</td>
</tr>
<tr>
<td></td>
<td>S_i direct exchange area (m²)</td>
</tr>
<tr>
<td></td>
<td>T_i vector of temperatures (K)</td>
</tr>
<tr>
<td></td>
<td>T_i either temperature or Galerkin coefficient (K)</td>
</tr>
<tr>
<td></td>
<td>T_i outer surface temperature of the wall (K)</td>
</tr>
<tr>
<td></td>
<td>t time (s)</td>
</tr>
<tr>
<td></td>
<td>α sampling instant (s)</td>
</tr>
<tr>
<td></td>
<td>u_i vector of input quantities, either (kg/s) or (K)</td>
</tr>
<tr>
<td></td>
<td>v_i strip velocity (m/s)</td>
</tr>
<tr>
<td></td>
<td>x, y, z Eulerian coordinates (m)</td>
</tr>
<tr>
<td></td>
<td>x̃, ỹ, z̃ Lagrangian coordinates (m)</td>
</tr>
<tr>
<td>Greek symbols</td>
<td>Δ sampling period (s)</td>
</tr>
<tr>
<td></td>
<td>ε_i vector of emissivities ( )</td>
</tr>
<tr>
<td></td>
<td>ε_i emissivity ( )</td>
</tr>
<tr>
<td></td>
<td>Φ mapping matrix ( )</td>
</tr>
<tr>
<td></td>
<td>Λ excess air coefficient ( )</td>
</tr>
<tr>
<td></td>
<td>ρ_i mass density (kg/m³)</td>
</tr>
<tr>
<td></td>
<td>σ Stefan-Boltzmann constant (W/m²K⁴)</td>
</tr>
<tr>
<td></td>
<td>θ temperature field (K)</td>
</tr>
<tr>
<td></td>
<td>θ_i angle of incidence (rad)</td>
</tr>
<tr>
<td>Operators</td>
<td>B_j(γ) (differential) operator of boundary condition (W/m²)</td>
</tr>
<tr>
<td></td>
<td>D_j differential operator of heat conduction equation (W/m³)</td>
</tr>
<tr>
<td>Subscripts</td>
<td>c combustion</td>
</tr>
<tr>
<td></td>
<td>d deflection roll</td>
</tr>
<tr>
<td></td>
<td>r radiant tube</td>
</tr>
<tr>
<td></td>
<td>s strip</td>
</tr>
<tr>
<td></td>
<td>w wall</td>
</tr>
<tr>
<td>Superscripts</td>
<td>c conduction</td>
</tr>
<tr>
<td>Symbols on top of variables</td>
<td>S Lagrangian framework</td>
</tr>
</tbody>
</table>

and the furnace or at least for keeping their temperatures at a desired level.

The content of this post-print version is identical to the published paper but without the publisher's final layout or copy editing.
1.4. Existing furnace models

Due to the large number of publications on modeling indirect-fired furnaces and their components, this literature overview can only serve as a starting point for an in-depth exploration. One way to describe the physical phenomena inside the furnace as precisely as possible are expensive numerical methods [6, 9, 11], e.g., the finite element method or computational fluid dynamics simulations. Numerical methods are commonly used for designing new furnaces and for off-line studies. Usually, the mathematical complexity and dimension of such models is very high and for this reason they are not suitable for control and real-time optimization methods.

For industrial control applications, usually simpler mathematical models based on physical or empirical correlations are used. A disadvantage of empirical correlations is that they do not allow a direct physical interpretation. However, if the real physical structure is unknown, this approach may be a better choice than first-principles models. Some models for furnace control, based on both fundamental theory of thermodynamics and empirically determined furnace behavior, are presented in [22, 28, 45, 48].

Inside an indirect-fired strip annealing furnace, the strip is mainly heated by radiant tubes. In [1, 36, 37], different radiant tube models that capture real physical effects, i.e., the combustion and the heat conduction, are presented. However, due to their mathematical complexity, these are in conflict with the aforementioned requirements for the furnace model.

Most frequently, the heat conduction problem in the furnace is solved by means of the finite difference method, e.g., [8, 11, 26, 29, 32, 36]. This method yields a set of ordinary differential equations. The number of equations depends on the spatial discretization. An alternative approach would be the weighted residual method [12, 13, 50], which is addressed in Sec. 2.1.

Many published furnace models, e.g., [8, 25, 26], consider the strip temperature in form of a simple heat balance in an Eulerian coordinate system. For an exact representation of the strip temperature, this approach requires a relatively fine discretization of the strip along the furnace. The alternative Lagrangian coordinate system, i.e., material fixed, is utilized in this paper.

Another distinguishing factor of the different furnace models is the formal representation of the heat exchange mechanism in the furnace. Most models take into account some form of radiative heat exchange [11, 26, 33, 36, 48]. The level of detail ranges from the simple consideration of the Stefan-Boltzmann law to the consideration of the coupling behavior of the radiative heat exchange, i.e., the entire furnace geometry is taken into account. Generally, the calculation of radiative heat transfer requires the determination of so-called direct-exchange areas, which describe the geometric relation between surface sections in the furnace. Since this is a laborious task, in particular for 3-dimensional scenarios, usually 2-dimensional furnace geometries are assumed.

Indirect-fired strip annealing furnaces are complex dynamical systems. Although there exist several models for this type of furnaces, they cannot be directly applied to the considered furnace, because hardly any furnace is a duplicate, i.e., they differ significantly with respect to design and processed products. Moreover, most published models use some simplifying assumptions, e.g., neglecting the coupling behavior of thermal radiation, which may limit the accuracy of the derived model. Since the focus of this research is to obtain an accurate and computationally inexpensive mathematical model for control and optimization of the considered indirect-fired furnace, a tailored model is derived.

A tailored mathematical model was also derived for the direct-fired furnace of the considered hot-dip galvanizing line and reported in [43]. The following explains why this model is not directly transferable to the indirect-fired furnace analyzed here. In the direct-fired furnace, the strip is heated by the hot flue gas which streams in the opposite direction of the strip, i.e., the flue gas is in direct contact with the strip. To avoid oxidation of the strip, the fuel is burnt in a fuel-rich combustion process. Furthermore, the flue gas is participating in the radiative heat exchange process. In contrast, in the indirect-fired furnace the fuel is burnt in a fuellean combustion process inside the radiant tubes and the strip itself is surrounded by inert gas, which is transparent for thermal radiation and which prevents oxidation of the product surface. For this reason, the temperature evolution of the strip is mainly controlled by the surface temperatures of the radiant tubes. This demands the thermal modeling of the radiant tubes including the burner and the recuperator. Furthermore, semi-empirical approximations for a tunnel-like shape with rectangular cross section are used for calculating the radiative heat exchange in the direct-fired furnace. This simplifying modeling approach cannot be used for the indirect-fired furnace, where the strip moves along a meander-like path through a big furnace chamber, cf. Fig. 1. This configuration entails multiple radiative interactions between different strip sections. To capture this dynamic coupling effect by the mathematical model, the full 3-dimensional geometry is taken into account for the radiation analysis presented in this paper.
1.5. Contents

The paper is structured as follows: In Sec. 2, the mathematical model of the considered indirect-fired strip annealing furnace is based on first principles. The continuous-time state space model finally consists of the submodels for the furnace wall, the radiant tubes, the strip, and the deflection rolls. The thermal interaction of these submodels is described by means of the heat transfer mechanisms radiation and conduction. Moreover, an explicit time integration scheme is proposed for discretizing the time domain, as required for computer implementation. The discretization error entailed by the numerical solution of the model is investigated by means of a grid convergence study. In Sec. 3, the accuracy of the derived furnace model is verified by a comparison of simulation results with measurement data from the real plant. Finally, Sec. 4 contains some conclusions. Throughout the paper, an attempt is made to provide at least the most fundamental equations necessary to review and utilize the proposed modeling method.

2. Mathematical model

2.1. Wall

This section deals with the heat conduction problem of the multi-layered furnace wall. The individual layers of the wall have different material properties, which should be taken into account by the model. Many authors (cf. [34, 44]) use the finite difference method for discretizing the spatial domain of such a problem. However, here the Galerkin method is applied to obtain a low dimensional model that is computationally efficient.

2.1.1. Heat conduction problem

Let \( \Theta_{w,i}(y,t) > 0 \) be the temperature field in a section \( i \), where \( i = 1, \ldots, N_w \), of a multi-layered furnace wall defined along the spatial direction \( y \). The extension of the wall in \( y \)-direction corresponds to the range \([0, d_w]\) as shown in Fig. 2. Since the temperature gradient along \( y \) is generally significantly larger than in a plane parallel to the wall, a 1-dimensional heat conduction is a reasonable approximation.

A typical wall of the indirect-fired furnace (cf. Fig. 2) consists of a casing (outside), several insulation layers, and a cladding, which is an additional thin layer at the inner surface of the furnace. A single layer \( j \) is characterized by its thickness \( d_{w,j} = y_{j+1} - y_j \) and its material parameters, i.e., the specific heat capacity \( c_{w,j} \), the mass density \( \rho_{w,j} \), and the heat conductivity \( k_{w,j} \). In general, these material parameters are temperature-dependent. \( J \) is the number of layers, so that \( j = 1, \ldots, J \).

Within each layer, the material is assumed to be homogeneous. Within each layer, the temperature gradient inside the solid, and the boundary conditions at \( y = 0 \) and \( y = d_w \). Using the operators

\[
D(\Theta_{w,i}) := \rho_w(y) c_w(y, \Theta_{w,i}) \frac{\partial \Theta_{w,i}}{\partial t} - \frac{\partial}{\partial y} \left( k_w(y, \Theta_{w,i}) \frac{\partial \Theta_{w,i}}{\partial y} \right)
\]

and

\[
B^-(\Theta_{w,i}) := -k_w(0) \frac{\partial \Theta_{w,i}}{\partial y} \bigg|_{y=0} - q_{w,i}
\]

\[
B^+(\Theta_{w,i}) := \Theta_{w,i} \bigg|_{y=d_w} - T_w,
\]

the heat conduction is determined by [2, 19]

\[
D(\Theta_{w,i}, y, t) = 0 \quad y \in [0, d_w], t > t_0
\]

with the boundary conditions

\[
B^-(\Theta_{w,i}, y, t) = 0 \quad (1e)
\]

\[
B^+(\Theta_{w,i}, y, t) = 0 \quad (1f)
\]

and the initial condition

\[
\Theta_{w,i}(y, t_0) = \Theta_{w,i,0}(y) \quad y \in [0, d_w].
\]

\( T_w \) denotes the outer surface temperature of the wall and is assumed to be equal to the constant ambient temperature. Moreover, the heat flux density \( q_{w,i} \) defines the heat exchange between the wall and the furnace interior. Equation (1) is the so-called *strong formulation* of the heat conduction process.

2.1.2. Galerkin method for the heat conduction problem

For temperature-independent material parameters, i.e., \( k_w(y, \Theta_{w,i}) = k_w(y) \) and \( c_w(y, \Theta_{w,i}) = c_w(y) \), an approximate solution of Eq. (1) can be found by means of the Galerkin weighted residual method [4, 12, 13, 50]. Let \( V \) be a function space on the domain \([0, d_w]\) so that the functions \( v \in V \) ensure the finiteness of the integrals in the following relations. Equation (1) is satisfied if

\[
0 = \int_0^{d_w} v(y) D(\Theta_{w,i}(y, t)) dy + v^T B^-(\Theta_{w,i}(y, t)) + v^T B^+(\Theta_{w,i}(y, t)) \quad t > t_0.
\]

holds for arbitrary functions \( v(y) \in V \) and for arbitrary scalars \( v^T \in \mathbb{R} \). As demonstrated in [49], choosing \( v^T = v d_w \) and \( v^T = v(0) \) gives a useful simplification especially for Neumann boundary conditions and therefore, this choice is used throughout this analysis. Next, integration by parts yields the so-called
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weak formulation of the heat conduction problem

\[ 0 = \int_0^l v(y) \rho_i c_i \partial \Theta_{w,i}(y,t) \partial t \, dy + \int_0^l \frac{\partial v(y) d_i}{\partial y} \partial \Theta_{w,i}(y,t) \partial y \, dy - v(0) q_i - v(d_i) \Theta_{w,i}(d_i,t) - T_o. \]  

(2)

Compared to Eq. (1d), Eq. (2) demands less restrictive requirements concerning the differentiability of \( \Theta_{w,i}(y,t) \) with respect to \( y \). Equation (2) is the basis for an approximate solution of the heat conduction problem by means of the Galerkin method. It uses the approximation

\[ \hat{\Theta}_{w,i}(y,t) = h_{w,i}^0(y) + \sum_{j=1}^{N_G} h_{w,i}^j(y) T_{w,i}(t), \]  

(3)

for the temperature field \( \Theta_{w,i}(y,t) \). In Eq. (3), \( h_{w,i}^j(y) \) is introduced to satisfy the homogeneous boundary conditions, \( h_{w,i}^j(y) \in \mathcal{V}_1 \) span\( \{ h_{i,j}^0, h_{i,j}^1, \ldots, h_{i,j}^{N_G} \} \subset \mathcal{V} \) are known analytic functions that are called trial functions, and \( T_{w,i}(t) \) are the Galerkin coefficients. In general the approximation (3) does not fulfill Eq. (1d). However, Eq. (2) with \( \Theta_{w,i}(y,t) \) replaced by \( \hat{\Theta}_{w,i}(y,t) \) from Eq. (3) gives a reasonable approximation if the functions \( h_{w,i}^j(y) \) are also used as trial function \( v(y) \) in Eq. (2). Thus, evaluation of Eq. (2) by sequential replacement of \( v(y) \) with the \( N_G \) trial functions \( h_{w,i}^j(y) \) yields a system of ordinary differential equations for the unknown Galerkin coefficients \( T_{w,i}(t) \). Because \( \mathcal{D}(\hat{\Theta}_{w,i}(y,t)) \) and \( \mathcal{B}^\ast(\hat{\Theta}_{w,i}(y,t)) \) represent residuals or errors which are weighted and integrated, the chosen approach is often called method of weighted residuals.

A reasonable choice for the approximation \( \hat{\Theta}_{w,i}(y,t) \) from Eq. (3) can be found by using the steady-state solution of the heat conduction problem (1d) for a multi-layered furnace wall with temperature-independent material parameters. It is piecewise linear and is given by [19]

\[ \Theta_{w,i}(y,t) = \Theta_{w,i}(0,t) - T_o \frac{y_j - y_{j-1}}{y_j - y_{j-1}} + \Theta_{w,i}(y_j), \quad y \in [y_{j-1}, y_j], \]  

(4)

where \( y_0 = 0, \ y_j = \sum_{l=1}^j d_{w,i}, \) and \( j = 1, \ldots, J \). Thus, the Galerkin approach reads as

\[ \hat{\Theta}_{w,i}(y,t) = (1 - h_{w,i}(y)) \Theta_{w,i}(0,t) + h_{w,i}(y) \Theta_{w,i}(y,t) \]  

(5)

with the trial function \( v(y) = h_{w,i}(y) \) that assembles the functions \( h_{w,i}(y) \) from Eq. (4) with \( y \in [0, d_i] \) and the time-dependent Galerkin coefficient \( T_{w,i} \). Since \( h_{w,i}(d_i) = 0 \), the approximation (5) satisfies the boundary condition at \( y = d_i \). \( T_{w,i} \) represents the inner surface temperature of the furnace wall, i.e., \( T_{w,i} = \Theta_{w,i}(0,t) \), which is also required for the calculation of the radiative heat transfer inside the furnace.

The ordinary differential equation obtained from the Galerkin method takes the form

\[ \frac{d}{dT_{w,i}} T_{w,i} = \frac{1}{K_1} \left( K_2 - \frac{T_{w,i} - T_o}{K_1} \right), \]  

(6a)

with the abbreviations

\[ K_1 = \left( \sum_{j=1} J T_{w,i} \right)^{-1} \sum_{j=1} J \sum_{k=1} J \left[ \left( \sum_{l=1} J d_{w,i} \right)^3 - \left( \sum_{l=1} J d_{w,i} \right)^3 \right], \]  

(6b)

\[ K_2 = \left( \sum_{j=1} J T_{w,i} \right)^{-1}. \]  

(6c)

For an approximate consideration of the temperature-dependence of the material parameters, the stationary solution \( \Theta_{w,i}^{\text{stat}}(y,t) \) of the heat conduction problem (1) is used. It is assumed that the material parameters of the individual layers are determined by the average temperature of each layer, i.e., \( k_{w,i,j}(\Theta_{w,i}^{\text{stat}}(y_{j-1} + y_j)/2, t) \) and \( \rho_{w,i,j}(\Theta_{w,i}^{\text{stat}}(y_{j-1} + y_j)/2, t) \), \( j = 1, \ldots, J \). A for given surface temperature \( \Theta_{w,i}(0,t) \), the temperatures \( \Theta_{w,i}^{\text{stat}}(y_{j-1} + y_j)/2, t \) can thus be calculated by solving the resulting (nonlinear) system of equations, cf. Eq. (4). Since \( T_{w,i} = \Theta_{w,i}(0,t) \), the abbreviations \( K_1 \) and \( K_2 \) can be calculated as functions of the Galerkin coefficient \( T_{w,i} \) by using the material parameters evaluated at the temperatures \( \Theta_{w,i}^{\text{stat}}(y_{j-1} + y_j)/2, t, j = 1, \ldots, J \), i.e., \( K_1(T_{w,i}) \) and \( K_2(T_{w,i}) \). Note that with this approach the steady-state solution of Eq. (6) equals the steady-state solution of the heat conduction problem (1d).

For the real-time implementation, \( K_1(T_{w,i}) \) and \( K_2(T_{w,i}) \) are stored in advance for various values of \( T_{w,i} \) and linear interpolation is employed. This facilitates a computationally undemanding evaluation of Eq.(6a).

The partition wall inside the furnace (cf. Fig. 1) has a slightly different structure compared to the outer furnace walls. It consists of several thin plates that are installed side-by-side with a thermal inertia that is negligible small. For this reason, the partition wall is assumed to act just as a radiation shield between the two furnace sections RTH and RTS [2], i.e., two corresponding points on both surfaces of the wall have the same temperature. The accuracy of this assumption can be shown by consideration of the dynamic behavior of the wall and by using the singular perturbation method [23].

2.2. W-shaped radiant tube

As shown in Fig. 3, the main components of a W-shaped radiant tube are the burner, the tube, and the local recuperator for preheating the combustion air. The heat released by the combustion process inside the radiant tube is either transferred to the furnace chamber by thermal conduction in the wall of the radiant tube or it is lost in the form of sensible heat of the exhaust gas leaving the radiant tube after the recuperator. In order to obtain a tractable, low-dimensional model of a radiant tube, the combustion within the radiant tube and the thermal conduction through the tube wall are considered by simple balance
models.

2.2.1. Assumptions

The following assumptions may fail to capture the physical behavior of a radiant tube to a nicety. However, they yield a mathematical model that is low-dimensional and constitutes a good compromise between accuracy and computational efficiency.

- The combustion of natural gas inside the radiant tube is assumed to be complete and stationary. Hence, there is no natural gas left in the exhaust gas. This assumption is justified because the burners operate in a fuel-lean mode, i.e., with excess air ($\lambda > 1$).
- It is assumed that the combustion and the heat exchange from the flue gas to the radiant tube wall are independent of the temperature of the radiant tube wall. Since the combustion temperature is relatively high, this seems to be an acceptable assumption.
- It is assumed that a radiant tube consists of four straight pipes. That is, the bendings of the tube are neglected. Moreover, the heat flow through the wall of the radiant tube decreases from the first to the last pipe since the flue gas temperature decreases along the tube. Therefore, the combustion heat that is not lost with the exhaust gas is non-uniformly allocated to the four pipes. Furthermore, it is assumed that within each straight pipe the heat flux is uniformly distributed over the surface of the pipe.

2.2.2. Combustion

In the considered furnace, the burners are operated with natural gas, which is more or less pure methane ($\text{CH}_4$). The supply of combustion air depends on the mass flow of fuel and on the excess air coefficient [47]. In the currently used control strategy, the excess air coefficient is selected according a user-defined setpoint curve that is parameterized with the mass flow of fuel. The flue gas consists mainly of carbon dioxide, oxygen, water, and nitrogen and leaves the radiant tube after passing the recuperator. Abbreviations for the flue gas components are summarized in the set $S_\nu = \{\text{CO}_2, \text{O}_2, \text{H}_2\text{O}, \text{N}_2\}$.

In the following, a single radiant tube $i$ (including the recuperator) is considered as an input/output system. Its input quantities are the mass flow of fuel $\dot{m}_{\text{CH}_4}$ and the mass flows of oxygen $\dot{m}_{\text{O}_2}$ and nitrogen $\dot{m}_{\text{N}_2}$, i.e., the combustion air. Furthermore, the output quantities are the mass flow of exhaust gas $\dot{m}_e$ and the heat input $Q_{ij}$ that is transferred through the wall of the radiant tube $i$ by means of thermal conduction.

Since the combustion inside the radiant tube is assumed to be complete, i.e., $\lambda > 1$, the corresponding stationary reaction equation reads as

$$\text{CH}_4 + 2\lambda (\text{O}_2 + 3.76\text{N}_2) \longrightarrow \text{CO}_2 + 2\text{H}_2\text{O} + 2(\lambda - 1)\text{O}_2 + 7.52\lambda\text{N}_2.$$ 

(7)

Therefore, the incoming mass flows are coupled by

$$\dot{m}_e = \zeta_\epsilon(\lambda) \frac{M_e}{M_{\text{CH}_4}} \dot{m}_{\text{CH}_4}$$

(8)

with $\kappa \in S_\nu = \{\text{CH}_4, \text{O}_2, \text{N}_2\}$ and $(\kappa, \zeta_\epsilon) \in \{(\text{CH}_4, 1), (\text{O}_2, 2), (\text{N}_2, 7.52\lambda)\}$. Moreover, $M_e$ denotes the molar mass of the component $\kappa$. Based on Eq. (7), the outgoing mass flows are defined as

$$\dot{m}_{c,\nu} = \zeta_{\kappa\nu}(\lambda) \frac{M_e}{M_{\text{CH}_4}} \dot{m}_{\text{CH}_4}$$

(9)

with $\nu \in S_\nu$ and $(\nu, \zeta_{\kappa\nu}) \in \{(\text{CO}_2, 1), (\text{H}_2\text{O}, 2), (\text{O}_2, 2(\lambda - 1)), (\text{N}_2, 7.52\lambda)\}$. Finally, the heat input $Q_{ij}$ follows from the energy balance [31] in the form

$$Q_{ij} = \sum_{\kappa \in S_\nu} \dot{m}_{c,\kappa} \Delta h_{\lambda\kappa}^\text{L} - \sum_{\nu \in S_\nu} \dot{m}_{c,\nu} \Delta h_{\nu \kappa}^\text{L} + \sum_{\nu \in S_\nu} \frac{\dot{m}_{c,\nu}}{M_e} \bar{h}_\nu(T_e) - \sum_{\nu \in S_\nu} \frac{\dot{m}_{c,\nu}}{M_e} h_\nu(T_e),$$

(10)

where $\bar{h}_\nu(T)$ and $\Delta h_{\nu \kappa}^\text{L}$ with $j \in S_\nu \cup S_\zeta$ describe the specific enthalpy per mol and the enthalpy of reaction per mol, respectively. $\Delta h_{\nu \kappa}^\text{L}$ can be calculated from tabulated values [24, 35]. $T_e$ with $\kappa \in S_\zeta$ are the known temperatures of the fuel and the combustion air, respectively. Furthermore, $T_e$ is the temperature of the exhaust gas that leaves the radiant tube after the recuperator.

In normal operation, the mass flows $\dot{m}_{\text{CH}_4}$, $\dot{m}_{\text{O}_2}$, $\dot{m}_{\text{N}_2}$, and thus $\dot{m}_e = \dot{m}_{\text{CH}_4} + \dot{m}_{\text{O}_2} + \dot{m}_{\text{N}_2}$ are known, cf. Eqs. (8) and (9). The excess air coefficient $\lambda$ is determined by a user-defined set-point curve $\lambda(\dot{m}_{\text{CH}_4})$. The temperature $T_e$ of the exhaust gas is only measured at a few points in each control zone. Based on these measurement values, the exhaust gas temperature of all other radiant tubes is estimated by linear interpolation. Hence, the heat input $Q_{ij}(\dot{m}_{\text{CH}_4}, T_e)$ that is transferred through the wall of an individual radiant tube can be computed by means of Eq. (10).

Since the mathematical model does not feature an analytical description of the exhaust gas temperature $T_e$, the heat input $Q_{ij}$ cannot be precisely determined without measurement. However, especially for control and optimization as well as for off-line studies, the calculation of $Q_{ij}$ independent of $T_e$ is es-

---


The content of this post-print version is identical to the published paper but without the publisher’s final layout or copy editing.
sential. For this reason, an approximate static mapping between the mass flow of fuel and the heat input is derived. Let $\Delta h_f^0$ be the reaction enthalpy of one unit of fuel that is released by the combustion process, which is also known as calorific value. Using Eqs. (8) and (9) in the expression for the latent heat in Eq. (10), $\Delta h_f^0$ reads as

$$\Delta h_f^0 = \frac{\Delta h_{f_{CH_4}}^0 + \Delta h_{f_{CO}}^0 - \Delta h_{f_{CO_2}}^0 - 2 \Delta h_{H_2O}^0}{M_{CH_4}}. \tag{11}$$

Thus, the reaction enthalpy $m_{CH_4} \Delta h_f^0$ describes the primary energy that is released by an isothermal combustion of the fuel. If the measured values $T_r$, $T_e$, and $m_{CH_4}$ of an individual radiant tube are used as input parameters in Eqs. (10) and (11), the empirical relationship between the reaction enthalpy $m_{CH_4} \Delta h_f^0$ and the heat input $Q_{r,j}$ shown in Fig. 4 is obtained. $Q_{r,j}$ depends significantly on $\lambda$ because excess air that is heated from room temperature to $T_r$ is a heat sink and increases the required primary energy. In the considered furnace, the radiant tubes are operated with a user-defined set-point curve $\lambda(m_{CH_4})$ that does not change. Moreover, it is assumed that $T_r$, $\forall k \in S_k$, is constant and that there exists a unique continuous function $T_r(m_{CH_4})$. Generally, $T_r$ depends on $m_{CH_4}, \lambda$, the flow conditions inside the radiant tube and the recuperator, and their temperature states. This implies that there is a weak influence of the furnace interior on $T_r$, by the temperature state of the radiant tube wall. As analyzed in [33], this weak influence can be neglected without compromising the accuracy. Based on these stipulations, there exists a function (static mapping)

$$Q_{r,j} = \psi(m_{CH_4}) \tag{12}$$

that can be obtained by smoothing the measured curve shown in Fig. 4 as a function of $m_{CH_4}$. Note that the shape of $\psi(m_{CH_4})$ is mainly determined by the underlying set-point curve $\lambda(m_{CH_4})$.

### 2.2.3. Heat conduction through the wall of the radiant tube

Consider that the heat input $Q_{r,j}(m_{CH_4}, T_r)$ is (non-uniformly) distributed over the four pipes $j = 1, 2, 3, 4$ of a single W-shaped radiant tube $i$ according to the weighting factors $g_j \geq 0$ with $\sum_{j=1}^4 g_j = 1$. In this paper, the weighting factors $g_j$ are determined by means of a radiation balance and a measured characteristic temperature profile along the radiant tube [20]. Let $D_i$ be the mean diameter and $d_i$ the thickness of a pipe, as shown in Fig. 5. Since the dimension of the pipe is characterized by $D_i \gg d_i$, a Cartesian coordinate system is a reasonable assumption, i.e., the pipe bend is neglected. Furthermore, the mean area of each pipe $j$ can be written in the form

$$S_j = L_s \pi D_i,$$

where $L_s$ denotes the length of the pipe, which is assumed to equal the width of the furnace. Thus, the (local) heat flux at the surface of each pipe, as indicated in Fig. 5, reads as

$$\dot{q}_{r,j} = \frac{Q_{r,j}}{S_j}.$$

Let $\Theta_{r,i,j}(y, t)$ be the temperature field in the wall of a pipe $j$ defined along the direction $y \in [-d_i/2, d_i/2]$, as indicated in Fig. 5. For modeling the temperature evolution of the pipe, a 1-dimensional heat conduction is considered. By using the notation of differential operators (cf. Sec. 2.1.1), the heat conduction equation reads as

$$D(\Theta_{r,i,j}(y, t)) := \rho_i c_i \frac{\partial \Theta_{r,i,j}(y, t)}{\partial t} - \frac{\partial}{\partial y} \left( k_i \frac{\partial \Theta_{r,i,j}(y, t)}{\partial y} \right) = 0 \tag{13a}$$

with the Neumann boundary conditions

$$B^+(\Theta_{r,i,j}(y, t)) := -k_i \frac{\partial \Theta_{r,i,j}(y, t)}{\partial y} \bigg|_{y=-d_i/2} = -\dot{q}_{r,i,j} = 0 \tag{13b}$$

$$B^-(\Theta_{r,i,j}(y, t)) := k_i \frac{\partial \Theta_{r,i,j}(y, t)}{\partial y} \bigg|_{y=d_i/2} = -\dot{q}_{r,i,j} = 0 \tag{13c}$$

and the initial condition

$$\Theta_{r,i,j}(y, t_0) = \Theta_{r,i,j}(y) \tag{13d}$$

for $y \in [-d_i/2, d_i/2]$ and $t > t_0$. Here, $k_i$, $c_i$, and $\rho_i$ denote the thermal conductivity, the specific heat capacity, and the constant heat mass density, respectively. The parameters $k_i$ and $c_i$ are temperature-dependent. Moreover, $\dot{q}_{r,i,j}$ defines the heat flux.
from the pipe \( j \) to the furnace interior.

Since the Biot number [2] is much smaller than unity, it is acceptable to assume a uniform temperature profile \( \Theta_{r,j}(y, t) \) along the direction \( y \), i.e., \( \Theta_{r,j}(y, t) = T_{r,j}(t) \). In terms of the Galerkin approach, \( T_{r,j}(t) \) is the time-dependent Galerkin coefficient and \( \Theta_{r,j}(y) = 1 \) is the constant trial function. \( T_{r,j}(t) \) also represents the mean temperature of the radiant tube wall. An approximate solution of the heat conduction problem (13) can be derived by using its weak formulation and insertion of the approximation \( \hat{\Theta}_{r,j} = T_{r,j}(t) \) and \( \Theta_{r,j}(y) = 1 \) as trial function. Thus, the heat conduction problem results in an ordinary differential equation for the Galerkin coefficient \( T_{r,j}(t) \), i.e.,

\[
\frac{d}{dt} T_{r,j} = \frac{1}{\rho_i c_i(T_{r,j}) d_\tau} \left( \hat{q}_{r,j} + \hat{q}_{i,j} \right), \tag{14}
\]

Equation (14) equals a simple heat balance for the tube wall. Finally, by introducing the vectors \( \mathbf{T}_{r,j} = \left[ T_{r,j} \right]_{j=1}^{4} \), \( \hat{\mathbf{q}}_{r,j} = \left[ \hat{q}_{r,j} \right]_{j=1}^{4} \), \( \hat{\mathbf{q}}_{i,j} = \left[ \hat{q}_{i,j} \right]_{j=1}^{4} \) and \( \mathbf{c}_r(T_{r,j}) = \left[ c_r(T_{r,j}) \right]_{j=1}^{4} \), the complete model of a W-shaped radiant tube can be written in the form

\[
\frac{d}{dt} \mathbf{T}_{r,j} = \text{diag}(\rho_{i,j} d_\tau \mathbf{c}_r(\mathbf{T}_{r,j}))^{-1} \left( \hat{\mathbf{q}}_{r,j} + \hat{\mathbf{q}}_{i,j} \right), \tag{15}
\]

where \( \text{diag}(\rho_{i,j} d_\tau \mathbf{c}_r(\mathbf{T}_{r,j})) \) denotes a diagonal matrix with \( \rho_{i,j} d_\tau c_r(T_{r,j}), j = 1, \ldots, 4 \), as diagonal elements.

2.3. Strip

This section addresses the heat balance of the strip. As mentioned in Sec. 1.4, most published furnace models use Eulerian coordinates for describing the strip motion. However, in this analysis, Lagrangian coordinates are used, because they allow a precise representation of the temperature profile along the strip, in particular when a welded joint that connects two different strips passes through the furnace.

2.3.1. Energy balance

The processed strip is characterized by its geometry and material parameters. Let \( d \) be the thickness and \( b \) the width of the strip, which is assumed to move always in the center of the furnace. The material parameters of the strip, i.e., the specific heat capacity \( c_s \), the mass density \( \rho_s \), and the thermal conductivity \( k_s \), usually depend on the strip temperature \( T_s \) and may vary from strip to strip. Consider that the strip moves with the velocity \( v_s \) along the direction \( z \) as indicated in Fig. 6. The value \( v_s \) may vary during the furnace operation depending on the product and possible operational requirements of up- or down-stream process steps. As mentioned, Lagrangian coordinates are used to describe the strip motion. The (local) Lagrangian coordinate \( z \) is fixed to a given material point whereas the Eulerian coordinate \( \tilde{z} \) is spatially fixed. The mapping between Lagrangian and Eulerian coordinates is thus given by

\[
z = \tilde{z} + \int_0^z v_s(\tau) d\tau,
\]

which implies \( z = \tilde{z} \) for \( t = t_0 \).

In consideration of the Biot number [2] that is much smaller than unity, the strip temperature \( T_s \) along the direction \( x \) is assumed homogeneous. Moreover, the heat conduction along the strip is neglected because the convective heat transport is generally significant lower than the convective heat transport due to the motion of the strip. For this reason, a heat balance of an infinitesimal volume element \( dV_s \) is considered to model the temperature profile of the strip by means of ordinary differential equations. Let \( \tilde{q}_s \) be the (total) heat flux into the surface \( dA_s \) of the considered volume element as indicated in Fig. 6. Two types of heat exchange are relevant for the strip: a) heat transfer between the strip and the deflection rolls by conduction, which is addressed in Sec. 2.4, and b) heat transfer by radiation, which is analyzed in Sec. 2.5. The heat transfer by convection is neglected since the temperature in the furnace chamber is relatively high and, therefore, thermal radiation is the dominant mode of heat transfer [5, 14, 45]. Thus, the heat balance in Lagrangian coordinates [2, 19] reads as

\[
\frac{d}{dt} T_s(\tilde{z}, t) = \frac{2 \tilde{q}_s(\tilde{z}, t)}{\rho_s c_s (T_s(\tilde{z}, t)) d_{s}}, \tag{16}
\]

with the mass density \( \rho_s \), the temperature-dependent specific heat capacity \( c_s \), the strip thickness \( d_{s} \) and the initial condition \( T_s(\tilde{z}, h_0) = T_{r,s}(2) \).

2.3.2. Mapping between the Lagrangian and Eulerian framework

The analysis of the radiative heat transfer requires the strip temperatures in Eulerian coordinates. Since the strip is described in Lagrangian coordinates, a simple mapping scheme is indicated in Fig. 7. Consider that \( T_{r,s} \) are the strip temperatures at the nodal points (Lagrangian coordinates) \( \tilde{z}_i \), \( i = 1, \ldots, N_s \), i.e., \( T_{r,s} = T_{r,s}(\tilde{z}_i, t) \). Moreover, they are assumed to be homogeneous in the corresponding strip section \( [\tilde{z}_i, \tilde{z}_{i+1}] \). For the radiative heat transfer analysis, the temperature \( T_{r,s} = T_{r,s}(z, t) \) of the strip surface \( S_s \) in the range \( z \in [\tilde{z}_j, \tilde{z}_{j+1}] \) in the Eulerian reference system is of interest. The temperature is assumed to be homogeneous within the range \( [\tilde{z}_j, \tilde{z}_{j+1}] \) and can be approx-
Accounted for by means of

\[ T_{s,j} = \frac{1}{z_{j+1} - z_j} \int_{z_j}^{z_{j+1}} T_s(z) - \int_t^{z_j} \rho_s(t) d\tau \, dz, \quad \forall j = 1, \ldots, N \]

where \( N \) is the number of discrete strip sections in Eulerian coordinates. In matrix notation, Eq. (17) reads as \( T_s = M_qT_q \) with \( T_q = [T_{s,j}]_{j=1 \ldots N} \), \( T_s = [T_{s,i}]_{i=1 \ldots N} \), and the mapping matrix \( M_q \in \mathbb{R}^{N \times N} \). The mean temperatures \( T_s \) are subsequently used for calculating the radiative heat exchange as described in Sec. 2.5.

The net radiation method, which is used for the calculation of the radiative heat transfer in the furnace, yields the local heat fluxes \( \dot{q}_{s,j} \) into the spatially fixed strip sections \( j = 1, \ldots, N \) as defined in the Eulerian reference system. It suggests that the heat fluxes \( \dot{q}_{s,j} = \dot{q}_s(z) \in [z_j, z_{j+1}] \) into the strip sections are piecewise constant along the strip. Equation (16) is evaluated at the points \( \bar{z}_i, i = 1, \ldots, N \) in the Lagrangian reference system. Hence, the heat flux \( \dot{q}_i \) is required at these points and the heat flux values computed in the Eulerian reference system have to be transformed back to the Lagrangian coordinate frame. This is done by means of

\[ \dot{q}_{i} = \frac{1}{z_{i+1} - z_i} \int_{z_i}^{z_{i+1}} \dot{q}_s(\bar{z}) + \int_t^{\bar{z}} \rho_s(t) d\tau \, d\bar{z}, \quad \forall i = 1, \ldots, N, \]

which can be written in the form \( \dot{q}_i = M_q\dot{q}_s \) with \( \dot{q}_s = [\dot{q}_{s,j}]_{j=1 \ldots N} \); \( \dot{q}_s = [\dot{q}_i]_{i=1 \ldots N} \); and the mapping matrix \( M_q \in \mathbb{R}^{N \times N} \).

2.4. Deflection roll

The processed strip is conveyed through the furnace by means of \( N_d \) deflection rolls, cf. Fig. 1. There is heat exchange between the rolls and the strip by means of heat conduction. Since the thermal inertia of the rolls cannot be neglected in terms of the dynamic behavior of the strip temperature, they are modeled as lumped parameter systems with a homogeneous temperature.

An individual deflection roll \( i \) is constructed as a hollow cylinder with the surface area \( S_d \) and the wall thickness \( d_d \) as shown in Fig. 8. Moreover, let \( S_{d,i}^c < S_d \) be the contact area between the strip and the roll. To model the evolution of the (homogeneous) roll temperature \( T_{d,i} \), a simple heat balance is used. This results in

\[ \frac{d}{dt} T_{d,i} = \frac{1}{\rho_d c_d (T_d - T_{d,i})} \left( 1 - \frac{S_{d,i}^c}{S_d} \right) \dot{q}_{d,i} + \frac{S_{d,i}^c}{S_d} \dot{q}_{d,i} \],

with the heat capacity \( c_d(T_d) \) and the mass density \( \rho_d \). The heat fluxes \( \dot{q}_{d,i} \) and \( \dot{q}_{d,i}^c \) are determined by the heat transfer mechanisms radiation with the furnace interior (cf. Sec. 2.5) and conduction with the strip, respectively. If \( T_s \) denotes the local temperature of the strip that is in contact with the deflection roll, the conductive heat flux into the respective roll reads as

\[ \dot{q}_{d,i}^c = T_s - T_{d,i} \],

with the thermal contact resistance \( R_c \). Values of \( R_c \) are tabulated for various steel grades and contact pressures, cf. [19]. In a compact notation, Eq. (19) results in \( \dot{q}^c_{d,i} = 1/R_c (\Gamma_y T_s - T_{d,i}) \) with \( \dot{q}^c_{d,i} = [\dot{q}_{d,i}^c]_{i=1 \ldots N} \), \( T_{d,i} = [T_{d,i}]_{i=1 \ldots N} \), and a sparse mapping matrix \( \Gamma_y \in \mathbb{R}^{N_d \times N} \) which selects the associated entries from the strip temperature vector \( T_s \) in the Eulerian reference system. Furthermore, the heat flux into the strip element that is in contact with the deflection roll is \( \dot{q}_{d,i} \). Thus, \( -\Gamma \dot{q}_{d,i}^c \) with the sparse mapping matrix \( \Gamma \in \mathbb{R}^{N \times N} \), where \( \Gamma \dot{q}_s = E \) gives the vector of heat fluxes into the strip in the Eulerian reference system.

2.5. Radiative heat transfer

The local heat fluxes into the surfaces in the furnace interior, i.e., the wall, the radiant tubes, the strip, and the deflection roll, are mainly caused by radiative heat transfer. Generally, radiative heat transfer induces heat exchange between all participating surfaces and is therefore a global phenomenon. To model the radiative heat transfer in the furnace, the net-radiation-method [16] is employed, where a multi-surface enclosure filled with non-participating gas is considered.

2.5.1. Assumptions

The most basic assumptions about radiation inside the furnace are listed in the following. These assumptions may neglect some of the peculiarities of radiative heat transfer in the...
furnace. However, they yield a mathematical model that is suitable for an efficient calculation of the radiative heat flows.

- The temperature distribution of each participating surface is uniform. This assumption seems to be adequate for the deflection roll and a single pipe of a W-shaped radiant tube. For the strip and the furnace wall, the assumption is tenable if the chosen surface sections are sufficiently small.
- All participating surfaces behave like gray bodies. For the temperature range characterizing the normal operation of an indirect-fired furnace, this assumption seems to be acceptable.
- All participating surfaces are opaque and ideal diffuse reflectors, which means that the reflected fraction of the radiation energy that is incident on the surface does not depend on the direction of incidence.
- The inert gas, which flows through the furnace to protect the processed strip from oxidation, is assumed to be non-participating. Since inert gas is usually composed of diatomic molecules like $N_2$ and $H_2$, this is a reasonable postulate [21].

**Remark:** The influence of convection, especially forced convection for the moving strip, is neglected due to the high surface temperatures inside the furnace. To show the tenability of this assumption, the ratio

$$\frac{|\dot{q}_{\text{conv}}^i|}{|\dot{q}_i|} = \frac{|\sigma(v_s,T_{\text{INX}})(T_{\text{INX}} - T_i)|}{|\sigma_s| N x \epsilon \left( T_i^4 - T^4 \right)}$$

of the heat flux densities due to convection $\dot{q}_{\text{conv}}^i$ and radiation $\dot{q}_i$ is considered for an idealized furnace section. Here, $T_{\text{INX}}$ is the temperature of the inert gas, $T_s$ is a mean temperature of the radiant tubes, $T_i$ is the temperature of the strip and $v_s$ the velocity of the strip. The average heat transfer coefficient $\alpha(v_s,T_{\text{INX}})$ can be estimated by means of a flat plate [19] and a parallel flow and by using dimensionless numbers. For this estimation, the length of the strip between two deflection rolls is used as (characteristic) length of the plate. The magnitude of the effect of the radiative heat transfer is estimated by considering two infinitely extended parallel surfaces with the temperatures $T_i$ and $T_s$ and the emissivities $\epsilon_i$ and $\epsilon_s$. Moreover, $\sigma$ denotes the Stefan-Boltzmann constant.

For this analysis, an average temperature $\bar{T}_s = 1250 \text{ K}$ of the radiant tubes is assumed. Furthermore, it is known from measurements that the temperature of the inert gas always exceeds 700 K, i.e., $T_{\text{INX}} \in [700, 1250] \text{ K}$, and that the processed strip enters the indirect-fired furnace with approximately 850 K and leaves the furnace with a maximum temperature of 1200 K, i.e., $T_i \in [850, 1200] \text{ K}$. The strip velocity is in the range $v_s \in [1, 3] \text{ m/s}$. Since the heat transfer coefficient increases for higher strip velocities, the ratio $|\dot{q}_{\text{conv}}^i|/|\dot{q}_i|$ is evaluated for $v_s = 3 \text{ m/s}$. Figure 9 shows that the effect of forced convection is only minor and that the neglect of this heat transfer mechanism is thus justified.

2.5.2. Radiative heat transfer in a multi-surface enclosure

Consider a multi-surface enclosure of $N$ discrete surface zones as shown in Fig. 10. The objective is to analyze the radiation exchange between these $N$ surfaces, given that the surface temperatures, the surface areas, and the emissivities are known. A convenient means of analyzing this problem is the net radiation method, which was first devised by Hottel [16]. It should be mentioned that the net radiation method is a specialization of the zone method which also takes into account participating gaseous media between the surface zones [17, 18, 30, 41].

Figure 9: Contour plot of the ratio $|\dot{q}_{\text{conv}}^i|/|\dot{q}_i|$ of the heat flux densities due to convection and radiation.

For setting up the radiative energy balance of a discrete surface section, consider the $i$-th surface of the enclosure shown in Fig. 10 a). Here, the so-called irradiance $H_i$ is the incident radiative energy per unit area of the surface $S_i$. Moreover, the emitted power of this surface is $e_i\sigma T_i^4$. For $e_i = 1$ (black body), the well known Stefan-Boltzmann law is obtained. The radiation emitted and reflected by the surface $S_i$ can be combined to the radiosity $B_i$ in the form

$$B_i = e_i\sigma T_i^4 + (1 - e_i)H_i.$$  \hfill (20)

The factor $1 - e_i$ is due to Kirchhoff’s law of thermal radiation [2, 15, 41] and is called reflectivity. Therefore, the net heat flux into the surface is defined by

$$\dot{q}_i = H_i - B_i.$$  \hfill (21)
To describe the exchange of radiative energy within the enclosure, the geometry of the involved \( N \) surfaces has to be taken into account [2, 18, 30, 41]. Therefore, consider the two surfaces \( S_i \) and \( S_j \), which are part of the enclosure. Let \( S_i B_i \) be the total radiative power leaving the surface \( S_i \). The portion of \( S_i B_i \) that strikes the surface \( S_j \) is given by \( T_i S_j B_j \), where

\[
\frac{S_i S_j}{S_i} = \int_{S_j} \int_{S_i} \frac{\cos(\theta_i) \cos(\theta_j)}{\pi r_{ij}} dS_j dS_i
\] (22)

is called the direct exchange area [41, 30]. As indicated in Fig. 10 b), \( r_{ij} \) is the distance between two infinitesimal sections on the interacting surfaces \( S_i \) and \( S_j \). Moreover, \( \theta_i \) and \( \theta_j \) denote the angles of incidence. Note that \( \frac{S_i S_j}{S_i} \) represents a purely geometric relation between the surfaces. Due to the symmetric occurrence of \( i \) and \( j \) in Eq. (22), the reciprocity rule

\[
\frac{S_j S_i}{S_i} = \frac{S_i S_j}{S_j}
\]

is obtained. Note that \( \frac{S_j S_i}{S_i} \) is the so-called configuration factor [2, 41].

In the next step, the balance of radiation energy in the multi-surface enclosure is derived. For that purpose, some matrices and vectors are introduced:

\[
\mathbf{ss} = [S_i S_j]_{i=1,\ldots,N, j=1,\ldots,N}, \quad \mathbf{e} = [e_1, e_2, \ldots, e_N]^T,
\]

\[
\mathbf{H} = [H_1, H_2, \ldots, H_N]^T, \quad \mathbf{B} = [B_1, B_2, \ldots, B_N]^T,
\]

\[
\mathbf{S} = [S_1 S_2 \ldots S_N]^T, \quad \mathbf{q} = [q_1, q_2, \ldots, q_N]^T,
\]

\[
\mathbf{T} = [T_1 T_2 \ldots T_N]^T.
\]

Summing up all incident fractions \( \frac{S_i S_j}{S_i} B_i \) for each surface section yields

\[
\text{diag}([\mathbf{S}] \mathbf{H}) = \mathbf{ss} \mathbf{B}.
\] (23)

Moreover, the counterparts of Eqs. (20) and (21) in matrix notation read as

\[
\mathbf{B} = \text{diag}([\mathbf{e}]) \sigma \mathbf{T}^4 + (1 - \text{diag}([\mathbf{e}])) \mathbf{H} \quad (24a)
\]

\[
\mathbf{q} = \mathbf{H} - \mathbf{B}. \quad (24b)
\]

The 4\textsuperscript{th} power in (24a) is applied to each component of the respective vector. Elimination of \( \mathbf{B} \) and \( \mathbf{H} \) in (23) and (24) yields the vector

\[
\mathbf{q} = \mathbf{PT}^4
\] (25)

of net heat fluxes into the surface zones with the abbreviation

\[
\mathbf{P} = \sigma \text{diag}([\mathbf{e}]) ([\mathbf{S}] - \mathbf{ss} (1 - \text{diag}([\mathbf{e}])))^{-1} \mathbf{ss} \text{diag}([\mathbf{e}]) - \sigma \text{diag}([\mathbf{e}]).
\] (26)

The matrix \( \mathbf{P} \) depends only on the emissivities \( \mathbf{e} \) and the geometry of the enclosure. Therefore, Eq. (26) can be calculated in advance without any knowledge of the surface temperatures \( \mathbf{T} \). For the real-time implementation, a computationally demanding evaluation of Eq. (25) suffices to calculate the heat fluxes \( \mathbf{q} \).

Conservation of energy yields some algebraic constraints that are useful for calculating the exchange areas. These constraints are also known as summation rules. For their derivation, let the enclosure be in a state of thermal equilibrium. For this, all surface temperatures are equal and the net heat flows into the surface zones are zero, i.e., \( \mathbf{q} = 0 \). The specialization of Eq. (24) for this state shows that \( \mathbf{B} = \mathbf{H} = \sigma \mathbf{T}^4 \mathbf{I} \) with the common temperature \( T \). Here, \( \mathbf{I} \) represents a vector with unity components only. Next, insertion into Eq. (23) yields the summation rule

\[
\mathbf{S} = \mathbf{ss} \mathbf{I}.
\]

Moreover, the specialization of Eq. (25) for the state of thermal equilibrium yields

\[
\mathbf{0} = \mathbf{P} \mathbf{1}.
\]

2.5.3. Results for the furnace

The results of the previous section are now utilized for computing the net heat fluxes within the furnace. The most intricate part of this computation is to determine the direct exchange area matrix \( \mathbf{ss} \), cf. Eq. (22). In addition to the sophisticated 3-dimensional geometry, this computation is complicated by the fact that the strip width \( b_i \) changes during furnace operation. For this paper, the direct-exchange areas \( \mathbf{ss} \) for the full 3-dimensional geometry of the considered furnace was numerically calculated for a number of representative strip widths \( b_i \) by means of the software ANSYS. The resulting matrix \( \mathbf{P} = \mathbf{P}(b_i) \) was then stored in a look-up table for these values \( b_i \). If \( \mathbf{P}(b_i) \) is required for some other strip widths, linear interpolation of the stored values may be used.

The net radiation method requires the participating surfaces to be discretized and the temperature and the emissivity have to be specified for each surface zone. For the strip, these quantities are only known in the Lagrangian reference frame. For this reason, the desired temperatures must be transformed to Eulerian coordinates using Eq. (17). Next, some vectors that summarize the temperatures of all participating surfaces are introduced:

\[
\mathbf{T}_r = [T_{r1}, \ldots, T_{rN}]^T, \quad \mathbf{T}_w = [T_{w1}, \ldots, T_{wNL}]^T,
\]

\[
\mathbf{T}_d = [T_{d1}, \ldots, T_{dNL}]^T, \quad \mathbf{T}_i = [T_{i1}, \ldots, T_{iNL}]^T.
\]

Here, the indices \( i \in \mathcal{I} = \{r,w,d,s\} \) refer to the radiant tubes, the furnace wall, the deflection rolls, and the strip, respectively. By analogy, the areas and the emissivities of the respective surface zones are summarized in the vectors \( \mathbf{S} \) and \( \mathbf{e} \) with \( i \in \mathcal{I} \), respectively. Furthermore, \( \mathbf{q}_i \) with \( i \in \mathcal{I} \) are the net heat fluxes into the surfaces \( \mathbf{S} \).

Finally, the heat exchange by radiation inside the entire indirect-fired furnace reads as, see also Eq. (25),

\[
\begin{bmatrix}
q_r \\
q_w \\
q_d \\
q_s
\end{bmatrix} = \mathbf{P}(b_i) \begin{bmatrix}
T_r^4 \\
T_w^4 \\
T_d^4 \\
T_i^4
\end{bmatrix}.
\] (27)
2.6. Assembled system

In this section, the building blocks of the mathematical model of the indirect-fired furnace are assembled to obtain a complete dynamic simulation model of the furnace.

2.6.1. Continuous-time state space system

Using the heat transfer relations (19) and (27), the ordinary differential equations (6), (15), (16), and (18) can be written in the form

$$\frac{d}{dt} \begin{bmatrix} T_f \newline w \end{bmatrix} = \begin{bmatrix} f_c(T_f, T_w, T_d, T_r, \dot{q}_f, \dot{q}_r) \\ \dot{q}_r \end{bmatrix}.$$  (28)

The vector $T_f = \ldots, T_{f,i}, \ldots$ summarizes the temperatures of the strip sections that are currently in the furnace. Since the strip is described in Lagrangian coordinates, the dimension of $T_f$ varies and, therefore, Eq. (28) is a switched system. On the right-hand side of Eq. (28), $f_c$ corresponds to Eq. (6), $f_f$ to Eq. (15), $f_r$ to Eq. (18), and $f_t$ to Eq. (16). The explicit time-dependence of $f_r$ refers to the different processed strips. Furthermore, the system inputs are the mass flow $\dot{m}_{CH4}$ of fuel to the $N_c$ control zones, the (measured) exhaust gas temperatures $T_r$ after the recuperator of each radiant tube as well as the strip temperatures at the entry of the furnace (air lock). With $\dot{m}_{CH4}$ and $T_r$, the heat input into the furnace chamber can be determined according to Eq. (10). If $T_r$ is not available, i.e., in optimization or in off-line studies, the heat input can be approximated by means of Eq. (12). Let $n_i$ be the number of all radiant tubes in a control zone $i$, i.e., $\sum_{i=1}^{N_c} n_i = N_r$ must hold. As all radiant tubes of a single control zone are uniformly supplied with fuel, the control input $u_{ch4}$ reads as $u_{ch4} = \left[ u_{ch4,1}^T, \ldots, u_{ch4,N_r}^T \right]^T$ with $u_{ch4,1} = \dot{m}_{CH4} / n_1 \in \mathbb{R}$, $i = 1, \ldots, N_r$. Moreover, the exhaust gas temperatures can be combined into $u_{r} = \left[ u_{r,1}^T, \ldots, u_{r,N_r}^T \right]^T$ with $u_{r,i} = \left[ T_{r,i}, \ldots, T_{r,N_r} \right]^T$, $i = 1, \ldots, N_r$. The input $u_t$ is the temperature of the strip section that currently enters the furnace.

The interaction of the dynamical submodels describing the wall, the radiant tubes, the strip, and the deflection rolls caused by the heat transfer mechanisms radiation and conduction is outlined in Fig. 11. The inputs of these submodels are the heat fluxes $q_{w}, q_{r}, q_{c} = M_q(\text{diag}(w)[q_d] - 1/2\Gamma_{q_w} q_{w})$, and $q_{d}$, respectively. As suggested in Sec. 2.2.3, $q_{c} = [q_{c,j}]_{j=1,\ldots,N_r}$ denotes the heat fluxes on the inner surfaces of the radiant tube walls. Moreover, $w \in \mathbb{R}^{N_r}$ is a vector with components $w_i \in \{0, 1\}$, where $i = 1, \ldots, N_r$. As for the second term of $q_{c}$, the value $\frac{1}{2}$ refers to strip sections that are in contact with deflection rolls. The most significant nonlinearity in Eq. (28) is the $4^{th}$-power stemming from the radiative heat transfer. Further nonlinearities are due to the material parameters, e.g., the specific heat capacity of the strip or the specific enthalpy per mol of the components of the exhaust gas.

2.6.2. Time discretization

The state space system (28) is defined in the continuous-time domain. However, for implementing the model on a computer system, the time domain has to be discretized. For this purpose, let $t_k, \forall k \in \mathbb{N}$, be the sampling points of the discretized time domain, which do not need to be equidistant. The corresponding sampling period is $\Delta t_k = t_{k+1} - t_k$. Since the continuous-time system does not allow an analytical solution of Eq. (28), its discrete-time representation can for instance be obtained by applying Euler’s explicit method. Further possibilities to obtain a discrete-time representation of Eq. (28) are multi-stage Runge-Kutta methods, e.g., the Heun method or the classical Runge-Kutta method. Euler’s explicit method is a 1-stage method of first order and is the simplest one-step method from the family of explicit Runge-Kutta methods. Generally, multi-stage Runge-Kutta methods are of higher accuracy order and compared to Euler’s explicit method their stability region is larger. However, multi-stage methods require the repeated evaluation of the right-hand side of Eq. (28) and therefore significantly increase the computational costs. In view of the envisaged real-time implementation of the model, Euler’s explicit method is used. Thus, the discrete-time model is given by

$$T_{f,i+1} = T_f + \Delta t_k f_r(T_f, u_t)$$

(29)

with $T = [T_f^T, T_r^T, T_d^T]^T$, $u = [u^T, w^T, \dot{q}_r^T]^T$, and $f$ representing the right-hand side of Eq. (28). The inequality

$$\min_{j} (z_{j} - z_{j+1}) < \Delta t_k$$

(30)

should be satisfied for sufficiently high accuracy. Here, $\min_{j} (z_{j} - z_{j+1})$ denotes the most significant spatial discretization of the strip in the Eulerian reference system. The restriction (30) ensures that each material point in the Lagrangian framework captures the influence (heat flux) of each strip section in the Eulerian framework at least once. Generally, the sampling period $\Delta t_k$ is critical for the numerical stability of Euler’s explicit method. If Eq. (30) is satisfied, stability problems have not been observed with the considered system.
2.7. Numerical analysis

To analyze the numerical uncertainty of the developed furnace model (29), the grid convergence index (GCI) [40] is employed. It is based on the generalized theory of the Richardson extrapolation [38, 39] and is commonly used in grid refinement studies.

In order to compute the grid convergence index, at least three different simulations with three different grids with step sizes $h_1, h_2$, and $h_3$ are required. These step sizes represent a fine, a medium, and a coarse mesh resolution of the spatial and the temporal discretization, i.e., $h_1 < h_2 < h_3$. Let $\phi_1$, $\phi_2$, and $\phi_3$ be the solutions of a quantity $\phi$ from the discretized models. The grid convergence index provides an error band for the solution $\phi_1$ and is defined as

$$GCI_{12} = 3\frac{e_{12}}{r^p - 1},$$

where $e_{12} = (\phi_2 - \phi_1)/\phi_1$ is the relative error, $r = h_2/h_1 = h_3/h_2$ is the grid refinement ratio, and $p$ is the formal order of accuracy which can be computed using

$$p = \frac{\log((\phi_1 - \phi_2)/(\phi_2 - \phi_1))}{\log(r)}.$$

The most important output of the numerical model is the temperature profile of the strip. For this quantity, the influence of the spatial and temporal discretization on the model accuracy is studied by means of the grid convergence indices $GCI_{RTH}^{RTH}$ and $GCI_{RTS}^{RTS}$ for two representative strip elements at the end of the two furnace sections RTH and RTS. Inside the furnace, the spatial discretization is more or less predefined by the structure of the furnace. Both the radiant tubes and the deflection rolls are modeled as discrete elements. A further refinement is thus not useful, i.e., a fixed spatial discretization is used for the radiant tubes and rolls. For determining the grid convergence indices, the spatial and the temporal discretization of the furnace model is refined with a refinement ratio $r = 2$. The required simulations are performed with different strip parameters and input data from the real furnace. In Fig. 12, both the simulated temperature trajectories and the calculated grid convergence indices for the considered strip elements are shown. The scattering of the results is due to the mapping between the Lagrangian and the Eulerian coordinate framework, cf. Sec. 2.3. These results confirm that the temperature error of the considered strip elements due to the discretization does not exceed 1.4% for the considered strip elements of the fine grid. Thus, the chosen discretization seems to be adequate for the proposed application of the furnace model.

3. Example problem

For verification of the model with measurement data, a measurement campaign was conducted at the real plant. For this purpose, the measurement equipment already installed was utilized. In normal furnace operation, the strip temperature, which is of major interest, is measured by means of three radiation pyrometers. The first pyrometer is located at the entry of the furnace (just after the air lock), and its reading is an input of the furnace model. The two other pyrometers $P_{RTH}$ and $P_{RTS}$ are located at the transition between the two furnace sections RTH and RTS, and at the end of the furnace, see Fig. 1. Furthermore, temperatures of some radiant tubes and wall segments are measured by means of thermocouples. The remaining system inputs, i.e., the mass flow of fuel to the control zones and the exhaust gas temperatures of some radiant tubes, are also known from measurements.

An important output of the model is the temperature of the strip at the pyrometer positions. Its temperature evolution is also determined by the material parameters, i.e., the specific heat capacity and the emissivity. In a radiation pyrometer, the radiative energy $I_r = \sigma e T^4$ incident on its detector is measured. Generally, the emissivity $e_i$ of the strip must be known and stored in the pyrometer for a correct measurement of the strip temperature $T_i$. However, unknown radiative properties of the strip could cause measurement errors [10, 42]. Since the emissivity $e_i$ is both uncertain and difficult to determine, it is a good choice for parameter identification, in particular because the remaining physical parameters in Eq. (28) are at least roughly known from design drawings or material handbooks. In this work, an average strip emissivity $\varepsilon_{\bar{i}}$ is identified and used for all products. The value $\varepsilon_{\bar{i}}$ was identified to achieve an optimum match between the temperature $T_i = \sqrt{I_r/\sigma e_i}$ and its simulated counterpart $T_i$.

During the considered measurement campaign, 42 different products were processed. Within this campaign, the strip ve-
locity varies in the range \( v_\mathrm{s} \in [1.4, 2.8] \text{ m/s} \), the width is in the range \( b_\mathrm{s} \in [0.9, 1.6] \text{ m} \), and the thickness \( d_\mathrm{s} \in [0.5, 1.1] \text{ mm} \). Figure 13 shows the measured and simulated strip temperatures at the two pyrometer positions \( P_{\text{RTH}} \) and \( P_{\text{RTS}} \). As it can be inferred from Fig. 13, the temperature evolution of the strip is captured in a very good way by the furnace model and the error between measurements and simulated results is within \( \pm 20 \text{ K} \). The accuracy may be further improved by a more detailed specification of the specific heat capacity of the strip and by an online-identification of the emissivity \( \varepsilon_\mathrm{s} \) of the strip. In the considered scenario, the heat capacity of the strip plays an important role since the strip is annealed in a temperature range that contains a phase transition of the material, which significantly influences the temperature evolution of the strip.

![Figure 13: Temperature of the strip at the pyrometer positions \( P_{\text{RTH}} \) and \( P_{\text{RTS}} \).](image)

To further illustrate the accuracy of the numerical results of the strip temperature, an error analysis is performed for the experimental results measured by the pyrometers. If the emissivity of the strip is exactly known, the manufacturer guarantees that the temperature measurement error is less than \( \Delta T_{\text{m}} = 4 \text{ K} \). As mentioned before, the emissivity of the strip is fairly uncertain. When measuring the strip temperature, this causes an additional measurement error \( \Delta T_{\varepsilon} \). By introducing the relative emissivity error \( \delta = (\varepsilon_\mathrm{s} - \varepsilon_\text{ref})/\varepsilon_\text{ref} \), the measurement error \( \Delta T_{\varepsilon} \) reads as \( \Delta T_{\varepsilon} = T_\varepsilon(1 - 1/\sqrt{1 + \delta}) \). Because of the uncertainties of the emissivity and the wide range of different processed products, a relative emissivity error \( \delta = \pm 0.05 \) is realistic [27, 46]. The pyrometer measurement can also be affected by the surrounding walls. However, the pyrometer is mounted inside a gas cooled pipe that is directed onto the strip surface. This pipe acts as a radiation shield. Hence, the effect of surrounding walls on the measurement can be neglected. Thus, the total temperature measurement error reads as \( \Delta T = \Delta T_{\text{m}} + \Delta T_{\varepsilon} \). Figure 13 also depicts the error range \( \bar{T}_\varepsilon \pm \Delta T \) of the calculated strip temperature from the measurement readings of the pyrometers and the simulated strip temperatures. It can be deduced that the simulated strip temperatures are within the error range of the pyrometers, which demonstrates once again the high accuracy of the developed furnace model.

In Fig. 14, the temperature trajectory of a strip point is shown as it moves through the furnace. The figure reveals the essential purposes of the furnace sections RTH and RTS. In the first section, the preheated strip is further heated, whereas the temperature is just kept on a desired level in the second section. In addition, the figure indicates the influence of the deflection rolls in the form of short temperature plateaus.

![Figure 14: Simulated temperature profile of a processed strip section.](image)

The temperatures of a radiant tube \( T_\text{R} \) and a wall segment \( T_\text{w} \) are shown in Fig. 15. Again the simulated results match well with the measurements.

The mathematical model was implemented and simulated on a standard desktop PC (3.6 GHz, 4 GB RAM) with an equidistant sampling rate \( \Delta t = 100 \text{ ms} \). On this computer, 1 h furnace operation needs approximately 160 s CPU-time for simulation. This result makes sure that the derived model is suitable for real-time applications in control and optimization. If a variable sampling rate which always satisfies condition (30) is used, the simulation time can be further reduced without a significant loss of accuracy. The furnace model is currently used as an add-on device for permanent online monitoring of process variables that cannot be measured. This application of the proposed model provides the furnace operators with new insight into the annealing process and thus helps to further increase the product quality and the throughput.

4. Conclusions

A mathematical model of an indirect-fired strip annealing furnace was derived. The focus of research was to obtain a first-principles model that includes the essential nonlinearities...
of the system and that is suitable for control and real-time optimization applications.

In order to model the heat conduction through the multilayered furnace wall, the corresponding 1-dimensional heat conduction equation was discretized by means of the Galerkin weighted residual method. To achieve a high accuracy of the model, the stationary solution of the heat conduction equation was used as trial function. The combustion of natural gas takes place inside the radiant tubes. The released heat is transferred by heat conduction through the tubes to the furnace interior and was calculated by means of steady-state mass and energy balances. For each tube, the 1-dimensional heat conduction equation was again approximated by using the Galerkin method. The heat transferred to the furnace is mainly used to heat the strip to a desired temperature. The strip temperature was described by a simple heat balance in the Lagrangian reference system, which is especially useful for capturing the temperature transition at welded joints between consecutive strips. Furthermore, the deflection rolls were modeled as lumped parameter systems by using simple heat balances. The coupling of all submodels was considered by means of heat conduction and radiation. For calculating the radiative heat transfer, the net radiation method was employed.

The main advantage of the derived furnace model is that it constitutes a good tradeoff between accuracy and computational efficiency. Moreover, the model covers the most important nonlinear effects, i.e., the combustion of natural gas, the heat transfer by radiation, and the temperature dependence of material parameters.
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