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Nonlinear model predictive control of the strip temperaturan annealing furnace

M. Niederef, S. Strommer, A. Steinboeck, A. Kugi

Automation and Control Institute, Vienna University of flleslogy, Gu3hausstral3e 27—29, 1040 Vienna, Austria

Abstract

A nonlinear model predictive controller is designed for $tép temperature in a combined direct- and indirect-fitei &nnealing
furnace. Based on a tailored first-principles dynamical ehadd the estimated current system state, the recedirepmazontroller
selects optimal trajectories for both the fuel supply arelgtrip velocity so that the strip temperature is controtleds desired
target temperature. The controller additionally maxirsiee throughput and minimizes the energy consumption. drcémtrol
algorithm, the dynamic optimization problem with equatignstraints is numerically solved by using the Gauss-Newtethod.
The gradient and the approximated Hessian matrix of thectbgefunction are analytically computed using an adjdiased
method. The capabilities of the proposed controller areatestmated for a validated high-fidelity simulation modebafindustrial
annealing furnace.

Key words: steel industry, annealing furnace, direct- and indirgedfsections, nonlinear model predictive control, recgdin
horizon control, vector-valued Lagrangian, adjoint-lsaseethod, Gauss-Newton method

1. Introduction steady-state furnace operation. The furnace can be coedid
as a cascade thermal system, where the strip is part of the
cascade. Since the thermal inertia of the strip is signifigar|
lower than that of the furnace, it isfldcult to consistently real-

ize the desired target temperature in transient operatsitna-

1.1. Control problem

In the steel industry, strip annealing furnaces are usethéor
heat treatment of steel strips in order to achieve the digie-
allurgical and surface properties for subsequent prodegs.s tions.
The annealing furnace considered in this paper, cf. Fig.dait In addition to the product quality, there are further dengar
of a strip processing line of voestalpine Stahl GmbH in Linz,on the furnace operation like optimized energy consumptif
Austria and contains 235 m steel strip. The key parameters ghaterial throughput, an@0, emissions. A furnace tempera
the furnace are tabulated in Tab. 1. To ensure a continuous ofure controller that meets all these requirements is stithaen
eration of the processing line, the strips are welded tagdth  research issue. This paper, therefore, explores the #ifytaib
form an endless strip. advanced nonlinear control and optimization methods fer |
considered control problem.

Throughput of steel 4%t/h
Nominal heating power 15 MW o .
Strip dimensions 1.2. Existing solutions

Thickness B5-12mm . .

Width 800- 1640 mm In the literature, dierent concepts for strip temperature co|
Strip velocities max. 180 yimin trol of annealing furnaces can be found. The following sui
Number of gas burners 48 ; ;

NUMbor of radiant tubes 62 mary should therefore only serve as a starting point for an
Number of heating zones 7 depth exploration.

Over decades, simple PID control concepts were used
strip temperature control. PID control does not require thexa
matical model and provides acceptable results for a stetatg-

To meet the high demands on the quality of the final productiurnace operation. However, if the furnace is not operatec
the temperature evolution of the strip is of importance. W/hi steady state, this concept is no longer suitable becauseof
the strip moves through the furnace, it has to be heated to @rge thermal inertia of the furnace.
predefined target temperature. This strip temperaturer@ont Occasionally, rule-based expert systems and fuzzy logie ¢
task is a challenge mainly for the following reason: An ongo-tyq| concepts are used, see, e.g., [1, 2, 3, 4, 5]. Gener;
ing diversification of the product portfolio essentiallyepents  these semi-empirical concepts use a wide range of meas
ments from the plant in order to characterize the operaton ¢
ditions and adjust the inputs to obtain the desired tempegat
Basically, they mimic the human operator but they perforen t
control task with greater consistency and accuracy andlemé

Table 1: Nominal parameters of the strip annealing furnace.
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Figure 1: Combined direct- and indirect-fired strip anmegafurnace.

response times than humans. Due to the complexity and widirnace model is linearized. In addition to the heating pow

variety of operation situations of an annealing furnacesé¢h
control concepts are, however, expensive to install, canmi
sion, and tune.

A hierarchical control concept is presented in [6]. In the-to
most layer, set-point values for the line speed and the zme t
peratures needed to achieve the target strip temperawidear
termined. In the intermediate layer, the switching timeshef
individual set-point values are determined using a simpideh
of the strip temperature and optimization based methodbeln
inner-most layer, simple line speed and temperature clbenso
control the strip temperature and ensure that it is withiimeel
bounds.

A hierarchically structured model-based control concept i
also presented in [7]. The underlying semi-analytic fumac

model is based on physical principles and measured system d

namics. In the higher control layer, reference trajectofar
both the strip velocity and the strip temperature are géedra
In the lower control layer, unknown parameters of the model a
recursively estimated and the mass flows of fuel are detemwinin
using generalized predictive control [8, 9].

A control concept without a hierarchical structure is pre-

Indirect-fired furnace

of the furnace, the controller optimizes the throughpet, the
line speed.

1.3. Motivation, objectives, and contributions of this Wwor

Nonlinear model predictive control is an appropriate co
cept for strip temperature control of the considered aringal
furnace. It is a versatile optimization-based and antieipa
control method that is suitable for complex nonlinear npldti
input multiple output systems. Moreover, it allows the inpm
ration of various control objectives and the systematicsabn
eration of input constraints, state constraints, and knaigtor-
bances, e.g., strip changes.

Most developed model predictive controllers for strip ter
perature control of annealing furnaces are based on lirysar
tem models. Though a linear model simplifies the control la
i may limit the capability and the accuracy of the obtaing
controller. Moreover, existing strip temperature conéxd are
mainly developed for indirect-fired annealing furnaceswHo
ever, the annealing furnace considered in this paper festl
also a direct-fired section. Since the direct- and the ithre
fired furnace sections are physically coupled by the movi
steel strip, an integrated controller design for both famsec-

sented in [10]. Based on a linear model of the strip tempertions is recommendable. For this reason, existing cortirates
ature, a model predictive controller for the heating power o gies cannot be directly transferred to the annealing frcao-
the furnace is developed. It also takes into account inpi o sigered here. This motivates the tailored design of a neatfin

straints. The constrained optimization problem is solved$
ing quadratic programming [11].
The controller presented in [12] is similar to that presdnte

in [10] but is based on a simple nonlinear furnace model. For e Maximization of the throughput of the steel strip

the utilization in a linear model predictive control contegpe

model predictive controller for non-steady-state furnagera-
tion. It should realize the following control objectives:
e Accurate strip temperature control

e Minimization of the fuel consumption
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The controller has to respect several constraints: A detailed first-principles model of the considered anmegli
e Bounds on the strip temperature furnace can be found in [13, 14, 15]. This model includes d
e Bounds on the control inputs ferent submodels for the flue gas, the radiant tubes, the w
To satisfy these requirements, the following control irgpaite  the strip, and the rolls. However, the furnace model uselif {
available: paper is a reduced model in terms of complexity, dimensi
e Mass flows of fuel to the heating zones and computationalfort. In the following, the main dierences
e Strip velocity between the furnace models are briefly outlined:
However, the controller design presented in this paper an a o In the reduced furnace model, a coarser spatial discret
be used when the strip velocity is prescribed by subsequent p tion is used throughout the furnace. This leads to a red
cess steps and is therefore not available as a control input. tion of the model order.
The contributions of this paper can be summarized as fol- ¢ The modeling of the combustion process of fuel insif
lows: the heating zones of the direct-fired furnace is simplifie
¢ Nonlinear first-principles model of the plant Hence, the complexity of the model is reduced.

e Tailored real-time capable model predictive controllar fo e The reduced model of a radiant tube inside the indire
a strip annealing furnace based on the Gauss-Newton fired furnace features only one temperature state. This ¢

method in combination with the analytical calculation of leads to a reduction of the model order.

the gradient and the approximated Hessian matrix using e The reduced furnace model includes only temperat

an adjoint-based method states of representative (reduced) radiant tubes. The t
e Systematic optimization of the material throughput peratures of the remaining radiant tubes are determil
e The feasibility of the proposed approach is demonstrated  from these representative values based on identified |

by simulation studies for a validated high-fidelity mathe- pings. This leads to a further reduction of the model ord

matical model of an industrial annealing furnace compris-In the following, the most fundamental equations of the cei

ing a direct- and an indirect-fired strip annealing furnacefurnace model are summarized.

section

2.1. Flue gas

1.4. Contents In the heating zones of the direct-fired furnace, natural (
(CHy) is burntin a fuel rich combustion process, i.e., the exc
"hir codficient satisfiest < 1. The corresponding stationary
feaction equation reads as

The paper is organized as follows: Section 2 gives a
overview of the mathematical furnace model that is used as
basis for the model predictive controller design. In Set8o
the furnace temperature control system is described. Adbrm  cH, + 21 (0, + 3.76N,) —
description of the control objectives is given in SectionlA.
Section 5, the optimal control problem is first specified dreht

a numerical solution algorithm is proposed. An industrid a e Y with v € S, = {CO,CO,, H20, Ha, Ny} is the corre-

plication example in Section 6 demonstrates the capalufity sponding number of moles. Taking into account the wates-g
the developed controller. Finally, Section 7 gives someesken  gpift reaction [16, 17]

sions.

X&oCO+ xi, Ha + x¢0,C 02 + xii,0H20 + x{, Na.

CO+H,O=C0O, + Hy,

2. Mathematical furnace model which reaches a chemical equilibrium {in Kelvin)

As shown in Fig. 1, the considered annealing furnace cansist 45778\  XSoxS
of a direct- and an indirect-fired section, which are phyhica K(T®) = eXp(4.33— TC. ) = iOXHjo
coupled by the moving strip. In the direct-fired furnace sec- XcoXh,

tion (DFF), there are four heating zones, each equipped With saisfied, the unknowngt can be determined from simplg

a set of burners for natural gas. To prevent the Strip from OXp 6| pajancesT® denotes the adiabatic flame temperature. |

idation, the combustion in these zones is controlled to € fu \; qenote the molar mass of a componeatsS, US, with S, =

rich. Thus, the flue gas contains unburnt products which:are o {CHs, Oz, Ny). The mass flows of the combustion produtfs |
idized in a post combustion chamber by adding fresh air. The,i, , < S, read therefore as
heat released in this post combustion is used to prehedrife s

in the preheater. The indirect-fired furnace section fesstan c_.p M
inert gas atmosphere to prevent the strip from oxidationisnd m, = mEHA
divided into a radiant tube heating section (RTH) and a radia

tube soaking section (RTS). Both sections are equippedaiith Moreover, the mass flows of fur-:rlg'H4 and the combustion air|
shaped gas-fired radiant tubes that are grouped into thege her"nt(‘)2 + r'n,’zlz are coupled in the form

ing zones. The strip temperature in the indirect-fired fuena

section is therefore mainly controlled by the surface terape

. . XM,
ture of the radiant tubes. m = Mgy, Mon (2
4

@)

Mch,
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with x € S, and &, x°) = {(CHa, 1), (Oz, 21), (Np, 7.522)}.

transfer inside the furnace, the temperature states oéthain-

In the direct-fired furnace, the strip is heated by the hot flugng pipesj = 2, 3, 4 of the radiant tube are approximated by

gas that is mainly characterized by its mass and temperature

For modeling the flue gas, the furnace is discretized Mgo

Tr{i =aT.

volume zones, where each zone is assumed to be a well-stirred

reactor. The volume zones are numbered in ascending order
flow direction of the flue gas. Neglecting the flue gas dynamic

[13], the mass balance for each combustion prodwcs, and
the enthalpy balance of an individual volume zdémeads as

0=y +M}; — M 3)
0= My ah(Tgia) = Y. myh,(Tg)
vesS, veS,
+ Z r:nllz,ihK(TK,i) + Qg,i- 4)
KkeSy

Here,m,;_; andm,; denote the mass flow of a component
S, that enters or leaves the volume zonEor calculated values
x¢, the unknown mass flows,; with v € S, that are required in
(4) can be easily determined by solving a linear set of eqoati
that consists of (1), (2), and (3).

In (4), h,(T) is the specific enthalpy of a componente
S, U S, at the temperatur€. The first two terms in (4) denote

e it is assumed that the temperature ratios of the iddadi

adiant tube pipes are constant. Thefiicentsal € [0,1
g 3

were obtained in simulation studies.

2.3. Wall

The furnace wall consists af different layers and is dis-
cretized intoN,, wall segments along the furnace. To model tf
heat transfer through the wall, the Galerkin weighted nesid
method is employed to solve the one-dimensional heat conc
tion equation with a Dirichlet boundary condition at the et
surface and a Neumann boundary condition at the inner
face. If the stationary solution of a multi-layered furnaal
is used as trial function, the lumped-parameter model ofithe
ner) surface temperatufi,; of a wall segment reads as [14]

d 1

. K
= i =~ 1 (Twi = To). (6a)
1

the enthalpy flows associated with the incoming and the outwith the abbreviations

going bulk flow in the respective volume zone. The enthalpy
flow of the fuel and combustion air is described by the third

term. Moreover, the net heat ro(‘Q)g,i into the respective zone
includes all thermal interactions of the flue gas with itsienv
ronment. By solving the nonlinear set of equations (4), the fl
gas temperaturely; of all volume zones e {1,..., Ng} can be
determined.

2.2. W-shaped radiant tube

Inside the indirect-fired furnace sectidW, W-shaped radiant
tubes are grouped into several heating zones. All radideistu

aTw,i Kl
d 3 3 dW 3
w,| _ _I
m] [|—JZ+l k""*'} ]

(6b)

)
O

o3

=1

wjCo K ([
P 131 J[[Z

=]

(6¢)

Here,d,,; denotes the thickness and the material propecjigs
kw,j, @andpy, j denote the heat capacity, the heat conductivity, &
the mass density of the laygre {1,...,J}. Moreover,qgy, is

of a single heating zone are supplied with the same amount 6lpe heat flux into the inner wall surface due to thermal réaalat

fuel mcy, that can be continuously adjusted between a mini

mum and a maximum value. As shown in [14], the héat
released by the combustion process inside a single radibat t

and convectionT, is the temperature at the outer wall surfac
which is assumed to be equal to the ambient temperature.

i and transferred into the tube wall can be described by ttie sta 2-4. Strip and rolls

mappingQ.; = Yi(fmew,). This relation can be obtained by an

Assume that the strip enters the furnace with ambient temy

energy balance model of the radiant tube and measurement dajftyreT, and moves along the directiawith a velocityvs > 0.

from the real plant.

Let giQci, with the weighting factog; > 0, be the heat input
that is allocated to the first straight pipe of the radianetuds.
[14]. The pipe has the surface ai®aand the wall thicknesd;.
Its material properties are the specific heat capagignd the
mass density,. Using a simple heat balance, thdfeiential
equation of the temperature stdig of the pipe reads as

d

1
B 5
dt " orCe(Tri)dr ®)

(Qci + 0ri)
with the (local) heat fluxgs; = giQci/S: at the inner pipe sur-
face and the radiative heat flax; from the furnace interior to
the outer pipe surface. For the calculation of the radidizat

4

Here,zis the spatially fixed length coordinate, cf. Fig. 1. Insic
the furnace, the strip is heated to a desired target tempera
Using the first law of thermodynamics, the evolution of thigst
temperaturds(z t) in an Eulerian framework reads as

Tzt _ 20(zt)  ITs(z1)
ot psCs(Ts(z 1))ds ooz

Here, ds is the strip thicknessps the mass densitygs the
temperature-dependent specific heat capacity,cgritie” heat
flux into the strip surface due to conduction, radiation am-c
vection.

Let the strip be spatially discretized ink sections of uni-
form lengthAz with Ng + 1 grid pointsz. Using the upwind

(@)
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scheme [18] for discretizing the transport term in (7), thigps
temperaturds;(t) = Ts(z,t) at a grid pointz reads as

d
g1z =f(n T To.u 11a
dT o 20s; v Tsi—Tsi1 ®) dr 1(7, Ty, Tg, U) ( )
" pec(Ta)ds = Az 0= fo(r, Tx, Ty, 1) (11b)
with Tso = To. with the initial conditionsTz(ro) = Ty and Ty(ro) = Tgo.

The strip is guided through the furnace by meanblgfolls Equation (11a) includes the ordinanfigrential equations (5),
that are designed as hollow cylinders with the surface 8gea (6), (8), and (9) for the radiant tubes, the wall, the stripd a
and the wall thicknesdy. The relevant material parameters arethe rolls, respectively. Equation (11b) represents a sabaf
the heat capacitgy and the mass densipy. Using a simple linear equations for determining the flue gas temperatufes|
heat balance, the lumped-parameter model of the waith the ~ (4). In (11), Tz are system states ang, are algebraic vari-
homogeneous temperatufg; reads as ables. The main benefits of using the time transformatio (|

are addressed in more detail in Section 2.6.2 and Section 5|
d 1

SS. S§.
—Tdi - ((l— —d’I)Qdi + —d'l qg) (9)
dt ' p4Ca(Tq,)dy Se) " Sqg ™ ) )
2.6.2. Discrete-time system

Here,Sg denotes the contact area between the roll and the strip. The implementation of the furnace model on a computer s
The heat fluxesq; anddg; capture radiation and convection (o requires the discretization of the time domain. tewith
vyith the furnace interior and conduction with the strippes | No be the sampling points along the (normalized) time d
tively. main. The corresponding sampling period\ig = i1 — k.
The discrete-time representation of the semi-expliditeden-
2.5. Heat transfer mechanisms tial algebraic system (11) can, for instance, be obtaineamby
The individual submodels of the considered furnace, he., t p'y"‘g a 1-sta_ge half-explicit Runge-Kutta method [25].ush
models of the flue gas, the radiant tubes, the wall, the strig, the discrete-time system reads as
the rolls, are interconnected by the heat transfer mecimenis _
radiation, convection, and conduction. Due to the high tem- okt =Tok+ Ardak(Tzi Toko Uk) (123)
peratures inside the furnace, thermal radiation is the dani 0 =fake1(Txke1s Tgkes Ukra). (12b)
mode of heat transfer. As suggested in [13, 14], the zone a

the net-radiation method [19, 20, 21, 22] are used for aitalyz nlgor numerical stability of (12), the necessary condition

the heat exchange by radiation. Both methods use a spatial di LAz,
cretization of the furnace to obtain a linear relation betwthe Lﬂ =Ve—— <1 (13)
local radiative heat flows and the fourth powers of localacef Az Az

and gas temperatures. Convective heat transfer betwe#lughe |55 to pe satisfied. Condition (13) is tBeurant-Friedrichs-

gas and its surrounding surfaces is modeled by using Nesvton e\ (CFL) condition [18] becauseAry/vs is the time step in
law of cooling and dimensionless numbers from fluid dynamyhe original time domain, cf. (10). The CFL condition gene
ics [23, 24]. Furthermore, the conductive heat exchangeeat t 5y describes the nexus between the spatial and temparal
roll-strip contact is described by means of thermal resita. cretization of the advection equation (7) and the strip welg

ity. However, (13) includes no strip velocity due to the ust
2.6. Assembled dynamical system time transformation (10). For a computationfil@ent furnace
model, the realized time steps should always be as largesas

2.6.1. Continuous-time system . . T . -
For a compact notation of the assembled furnace model, thS'bIe’ I.e., the equality sign in (13) should hold if possitilote

surface temperatures of the radiant tubes, the wall, the, str frata given normalized time grid Wr."Ch satls_ﬂes the_eqyjaﬁt
. . Ne (13) does not need to be adapted if the strip velocity chang
and the rolls are summarized in the vecior € R™ with . . ’
In view of model predictive control, where the numerictibet
Nz = Nr + Ny + Ns + Ng = 60 and the flue gas temperatures

are summarized in the vectdiy € R™ with Ny = 13. The should be minimized, this is a benefit of using a normaliz

mass flows of fuel into the heating zones are summarized in thttlerne domain, especially because the strip velocity is ai of

vectorm. The vectoru = [vs,m"]T € RM with N, = 8 thus Mization variable.

i _ T
contains all control inputs. In the following, the time tsfor- Introducing the vectoT = [T

T .
i T;k] , (12) can be rewrit-
ten in the form

mation
gt = Lar (10) 0 =F«(Tk+1, Tk Uks1, Uk) (14a)
Vs
with
with an arbitrary lengtlt, the strip velocitys, and the normal-
ized timer is used. In the normalized time domain, the assem- Fy = Teker = Tok = Atid Tk Tk “k)] (14b)
bled continuous-time state-space model of the furnacesraad f2kea(Trkes, Tgket, Uk)

5
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1000 ‘

evolution of the strip matches well the measurement data|
can be inferred from Fig. 2 that the furnace model presemte(
[13, 14, 15] is more accurate compared to the reduced mo
However, the reduced model still captures the most import
nonlinear &ects and requires only.8s CPU-time on a stan-
dard desktop PC (4 GHz, 16 GB RAM) for the simulation ¢
1h furnace operation. This is 40 times faster than the mo
presented in [15]. Hence, the reduced furnace model isdeits
for repeated evaluation in an optimization algorithm.

900

Ts(zart) (K)

800

1200

1100 3. Furnacetemperature control system

The main objective of the considered temperature coni
system is to ensure that the steel strips are heated to pr
fined target temperatures in order to achieve the desired
terial properties of the final product. As outlined in Figil3e
temperature control system consists of three hierarclaigafs.

1000/

Ts(zm) (K)

900
1200

Process data

g 1100 Process > Model i Velocity u hs(T)
. control predictive > and fuel Furnace
wﬂ system control control
2 1000 .
Tk State
estimator
900 | | | | |
0 2 4 6 8 10 12
t (h) Figure 3: Hierarchical furnace temperature control system
- - - Furnace model [13,14,15}— Measuremen The topmost layer is the process control system that cc
— Reduced furnace model dinates all tasks of the considered strip processing liner.

example, it schedules the production sequence depending

Figure 2: Strip temperatures at the pyrometer posit&s zin, andzis. priority and economic value of the individual strips. Moveg

it provides the data sets characterizing the strips (psdet).
and the initial conditioo = [T] ., TT . These data sgt mclude target. strlp temperatures, mgxmmn.
0 g, temperature limits, geometric dimensions, i.e., width¢kh

The most important process quantity is the strip tempegatur . . .
. . e ness, length, and material parameters like mass densityeatd
which can be monitored by means of three radiation pyrome- 9 P

. . . o capacity of each strip.
ters, cf. Fig. 1, at_the strip positios- z with i € {dff, rth, rts}. In the intermediate control-layer, a model predictive co
The output function

troller selects reference trajectorig@for the system inputsi
ho(Tk) (15) so that the strip temperature is controlled to its desiregeta
s temperature. The design of the model predictive contrddlel
provides the simulated strip temperature at these positionthe main objective of this paper and is described in detdfién

Equations (14) and (15) serve as the basis for the controlldPllowing sections. _ o o
design in the following sections. Most system states that are required as initial conditien, i

feedback, for model predictive control are not measureerdh
fore, Tx has to be estimated by means of a state estimator |
is based on the furnace model (11). In addition to the syst
Since the most important model output is the strip temperinputs, the estimator uses measurement data from theicadig
ature at the pyrometer positions, the reduced furnace modelyrometers to improve the current state estimaiipn
is mainly validated by means of measurement data of these The lowermost layer includes decentralized control logps |
temperatures. The measurement data used for this validatioealizing the desired control inputs, i.e., the strip viioand
stem from a measurement campaign conducted at the real platite mass flows of fuel. In the current furnace configuratid
Most of the physical parameters used in the furnace modekare this task is accomplished mainly by means of Pl controllkrs
least roughly known from material handbooks or design drawis stressed that accurate fuel control is critical for safet-
ings. For the unknown strip emissivity, the estimated valuesons as well as for the product quality. Since the model p
from [14] is used. dictive controller provides trajectories of future systemputs,
Fig. 2 shows the simulated and measured strip temperaturefficient two-degrees-of-freedom control concepts may be u
at the positiongy, zZ, andzts. The simulated temperature for fuel control, cf. [26, 27]. With such control conceptket

6

2.7. Validation of the reduced furnace model
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furnace might be operated closer at its limits. For the follo  The valuesT, at the positiong, andzs can be determined

ing, it is assumed that = { holds, i.e., the inner control loops by using (17). Moreover, the strip temperature at the pyro

are considered ideal. eter positionzys+, i.€., at the end of the direct-fired furnace,
constrained by

4. Control task Tow(Zare) < Tswlzare) < To(zare) VK (20)

Starting with the strip temperature, a formal descriptién o in order to avoid strip damage, e.g., heat buckling, if thip st
the control objectives and constraints is given. For théreélds temperature is raised too fast. The limit$(zy) are defined
final product quality, the strip must be heated to its targett  similarly to the temperature limits shown in Fig. 4. For a-sil
peratureT¢ before reaching the end of the RTH section (py-gle strip section, a typical heat-up curve with the desiegdet
rometer positiorz,). This temperature level should then be temperatureld and corresponding temperature bouidsis
maintained up to the end of the RTS section (pyrometer posishown in Fig. 5. Introducing the VeCtBE = [T(z)]i=dffrthrts,
tion zts). The strip temperature at the end of the direct-firedthe constraints (18), (19), and (20) can be summarized in
furnace (pyrometer positionr) is of minor importance and, form
therefore, a target temperature does not exist.

As indicated in Fig. 4, the target temperatt]’r? and the
boundsTz on the strip temperature may vary from strip to strip .
and are defined using Lagrangian coordinates. The (local) Lavith the output functioms(T) from (15).
grangian coordinatei$ fixed for a given material pointwhereas At this point it should be noted that further control objet
the Eulerian coordinate is spatially fixed. The mapping be- tives can be defined at any position inside the furnace. Bhi
tween Lagrangian and Eulerian coordinates is given by because the state estimator provides the full system Bigtat-
ticular the strip temperature profile along the furnace réide-
fined heating trajectories are given for each strip, for gxam
the deviation between the desired and the estimated tetoper:
profile can be taken into account in the control problem.

Toe<hd(T) < TL VK, (21)

t
z=%+ L V(&) dé. (16)

Utilizing the time transformation (10), (16) results in tiveear

mapping
TS Ts
) T«@ a S (Znh\)u s (Zns{Z
z=72+L(r-19), a7 T |
s T+ ” -
s (Zd\ff) / /
. . . ~ Y _ -
which impliesz = Z for r = 79. The target temperatur'égk = Ts (ztn) Ts (z1s)
at a grid pointry described in Eulerian coordinates can thus be 7\
easily determined by using (17). Ts (zarr)
Tsp T2 >z
) >
T + 0 Zdft Zith Zts
£ Sl Td AT
/8 St [ DFF I RTH [ RrRts ]
d
T VAL
Y, ng_l 8 Figure 5: Temperature trajectory of a strip section movimgugh the furnace
—————————————— NT- : with target temperatur&d and corresponding temperature limilt at the po-
T Si+t sitionszqif, Zh, andzs.
Tgja >3
Stripj -1 H Strip j H Stripj+1

In addition to the primary objective of accurate strip tempe
ature control, the maximization of throughput of steelpsémd
the minimization of energy consumption are secondary obn
%Pjectives. Generally, the maximization of throughmatsbsvs

€€ tantamount to the maximization of the strip velocity. ther-
more, the minimization of the energy consumption requioes
minimize the fuel flow supplied to the heating zones of the &
nealing furnace. Because these three control objectivebea
antagonistic, they are weighted in the optimal control pgob
according to their importance.

The control inputs, i.e., the mass flows of fuel and the st
velocity, are constrained in terms of both their absoluteea
and their slope. Hence,

Figure 4: Target temperaturé’§l and temperature limitsg for different strips.

In non-steady-state furnace operation, e.g., when a weld
joint that connects two strips with fiérent target temperatures
moves through the furnace, the desired target temperadtires
the pyrometer positiongy, andzts generally can not be real-
ized simultaneously for both strips, at least not in the afea
the welded joint. However, the temperatures of both stripstm
remain within certain limits, see Fig. 4. Hence, the locapst
temperature should obey

Tok(Zth) < Tsk(zm) < T(zm) VK (18)
Tek(@ts) < Tsk(zs) < Toy(zns) VK. 19) Ug SUuc<ug, VK (22)
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i < kUM g gy (23)  importance of the respective control objectives can besaeil
L A for individual strip sections by the weighting matrida’s x and
Ny (Ui,Uk-1) Wok.

To highlight a major benefit of using the time transform;
Ption (10), consider for a moment that the optimization peoil
is formulated without using this transformation. If the tah
objectives were then prioritizedfterently for individual strips,
the weighting matrice®/; x andW, would depend on the strip
5. Model predictive control velocity (an optimization variable). This fact would conualte

the calculation of the gradient of the objective functiorowd

In this section, a model predictive controller for the stam-  ever, if the time transformation is used, each grid pointhef t
perature is developed. The basic idea of model predictive co hormalized time horizon corresponds to a strip section had
trol is to recurrently solve a dynamic optimization probldex  weighting matrices are therefore independent of the siip
fined on a finite time horizon. At the beginning of every time locity. The strip length considered in the prediction horiz
horizon, the current system state estimated by the stateaest (7, 7k,] IS equal to the valué used in the time transformatior
tor is used as initial state of the optimization problem.sTisi  (10), i.e., the normalized control problem is not formuthie
the essential source of feedback used in model predictiwe co terms of a fixed (real) time horizon but in terms of a fixed str
trol. length.

The challenge in the implementation of a model predictive With the objective function (24), the discrete-time systgm
controller is generally the computationally expensivaisoh ~ namics (14), and the constraints (21), (22) and (23), thesfce
of the dynamic optimization problem in real-time. This igth control problem reads as
case especially for complex and high-dimensional nontinea
systems like annealing furnaces. One option to overconse thi minimize Z (I 1k (Ns(TK), Willwy, + IF2k(Ui)llw,,  (25a)

must be satisfied in the discrete-time domain. Here, theeslo
is approximated by the flference quotient. The scaling factor
Vsk/L is due to the time transformation (10).

challenge is that the optimization problem is just appratisty uge RN =
solved in order to reduce the computation time. This apgroac Yk e K
leads to a suboptimal solution of the optimization problerd a subjectto 0= Fy_1(Tk, T1, Uk Ux1), Yk € K, (25b)

may jeopardize the control accuracy. However, it faciitah

real-time implementation of the model predictive conpdnd Tio = To, Uig = o, _ (25¢)
is therefore used in this paper. Tk < hs(Tw) < T, Vke K, (25d)

Ug < Uk < Ui, Vke K (25e)
5.1. Constrained optimization problem 0 < hug(U, Ut < U7, Vk € K. (25f)

For the finite time horizont{,, 7,] with 7, — 7, = 1, the ) -
control objectives are implemented by the objective funrcti ~ With the abbreviatiol = {ko +1,..., ki} andNk = (ki — ko)Nu
optimization variables.

ks A challenge in solving the control problem (25) are the i
Z lIr Lk (hs(T k), Ukdllwy, + NI 2.k (Ui) (24a)  equality constraints (25d). In literature, numerous apphes
k=ko+1 for solving this kind of problem can be found, see, e.g., P8,

However, if the inequality constraints are implementechay t
are, i.e., as hard constraints, the constrained optiroizgtiob-
lem might be infeasible and its solution is generally corapu
] (24b)  tionally expensive. This is mainly because in every itemati
of a numerical solution algorithm it has to be checked whrett
the inequaltiy constraints are active or not. To circumvbigt
(24c)  issue, in particular in view of a real-time implementaticime
constrained control problem (25) is transformed into aaralt
native representation with equality constraints only bings
a nonlinear input transformation and additional penaltynte
i.e., soft constraints, in the objective function.

with

r1x(hs(Tk), Ux) = L [ 1%k(zrth) — Tsk(zh)

SJ<(Zrts,) - Tsk(zrts)

1
Vsk

My

sk

f L
rax(Uy) = V_k
S,

and the quadratic forrir|lw = r"Wr whereW is a (diagonal)
positive semi-definite weighting matrix. The factofvsk in
each term of the objective function (24) is inherited frora th
time transformation (10) applied to an original formulatiof
the objective function in the real continuous-time domain.
The first term of the objective function (24) ensures strip-te Since it is important to keep the number of optimizationva
perature tracking by penalizing the error between the &trip  ables at a moderate level, the number of optimization ve
perature and its target temperature at the pyrometer positi ables is reduced, i.e., the solution of the optimizationbprc
Zwn andzqs, cf. Fig. 1. Moreover, the second term ensures highem is confined to a lower dimensional subspac®bdf. Let
material throughput and low energy consumption by penalizl, € RM be the input vector at a grid poing ©f the coarse
ing low strip velocities and high fuel consumption. The teln  time grid (Ti,, Tig+1, - - -, T1,-1, T1,) With Ty, = 7, and T, = 7.

8

5.2. Approximation of inequality constraints
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The number of optimization variables is thus reducedlitc=
(I1 = 1o)Ny < Nk. The input vectouy at the nodal pointy of
the fine time grid can be computed by linear interpolatiomef t
grid valuesU, in the form

Iy
U= ) O(rU (26a)
1=To
with triangular functions
2= if ry e [T, T
Oi(r) = 2 i e (Ti, T (26b)
0 else

The reduced control performance due to this alternativatinp
parameterization is usually rewarded by less computdti&fna
fort for solving the optimization problem.

The coarse time grid for the control inputs suggests that the

second term of the objective function (24) is evaluated at th
time instances jTwith the valuedJ;, wherel = g+ 1,...,1;.
Moreover, the constraints (25e) and (25f) are replaced by

27
(28)

lel
lelL

U <y <U,

Uy < hyi(U,Ups) < U7
with the associated functiamy, the associated limitsJ* and
Ui, and the abbreviatiob = {lp + 1,.. ., 11}.

The constraints (27) are taken into account by the inpustran
formation

Ui = ¢i(Vi) = diagUj - Ul le(V) +Uf  (29a)
with the nonlinear mapping
p(V)) = % (1 +tanh(2V))) (29b)

and the new unconstrained inpYt Here, diag{)) denotes a di-
agonal matrix containing the elementslaf The mathematical
operation tanhj is meant to be individually applied to the re-
spective vector element. Moreovére RN represents a vector

with unity elements only. A scalar representation of the mapvector. Introducing
ping (29b) is shown in Fig. 6. Note that the constraints (27)

are automatically satisfiedif; is computed according to (29a).
Clearly,e(V)) € [0, 1] from (29b) represents a normalized input
vector. The mapping (29b) requires the additional term

£,

with an arbitrary value > 0 to be added to the objective func-
tion (24) in order to avoid singular arcs, cf. [29]. For a cisec
notation, the function, cf. (26) and (29),

I

ViV (30)

|=|0+1

Iy
(V) = Z (7)1 (V1)

1=lo

is introduced, i.e .y = Yy (V).

(V1) 1)
1 j
A
0
Vi & & &
Figure 6: Input transformatione(V|) and penalty termr(&) =

[max(@é& + A - & & - & + A)||,, (shown for scalar quantities only).

The remaining inequalities (25d) and (28) can be replac
for instance, by classical penalty- or barrier-methods [3Q.
However, for the considered control problem, the additior
term

kK Iy
7 lrakhs @y, + D IraMly,, - (31a)

k=ko+1 I=lg+1
with

rak(hs(Ti) = max(0, Ty + As = ho(Tw), ho(Ti) = TE, + As)
(31b)

rai(V) = max(0, Uy + A — hy,(¢r-1(Vi-a), ¢i(V1),

hui(@-1(Vi-a), ¢i(Vi) - Uf +Ar),
(31c)

,,,,,

Uj, = Uo, is added to the objective function (24). An examp
of the chosen approach is shown in Fig. 6 for a general qyar|
£« constrained tod , &;]. How exactly the original constraints
are adhered to, can be controlled to a certain extent by the
rameters\; > 0 withi € {s r} and the weighting matriced/;
with i € {3,4}. Note that using this approach may cause min
violations of the original restrictions (25d) and (28). Hawer,
for the considered control problem, this approach is péyfec
acceptable.

The objective function finally includes the terms (24), (3(
and (31a). Lel = [T]kk,,,...k, D€ the assembled temperatul

.....

r 1k(hs(Tk), Yi(V))

|

r3k(hs(Tk)) k=ko+1,...ky
ra1(Vi)
CQ(V) = I’4,I(V)
Vi I=lo+1,....1,

the final objective function reads as
C(V,T) = Cy(V, T) + CaV) =lica(V. Tliw,, + lIc2(V)llw,

with diagonal weighting matrice®/;, and W, that includes
the (diagonal) entries of the matriceé;, i = {1, 3}, andW;,
i = {2,4}, as well ax from (30), respectively.
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Based on (26), (29), and (31a), the optimization problem (25paper, this formulation is borrowed for the analytical carep

is transformed into the optimization problem tion of dc1(T, V)/dV, which follows in the form

minimize  C(V,T) (32a) dey(T.V) _ oL _da(T.V)  IF(T.V)

veR v W v AT (333)
subjectto  0=F(T,V) (32b) )
with

with F(T,V) = [Fica(Tk Teew YY), Y- 1(V)) lekor 1.k
whereTy, = To. Compared to the original formulation (éS), 0=F(T,V) (33b)
the optimization problem (32) does not include inequaldnc 0 oL 9 (T,V) N Ar9|:(T,V) (330)
straints and a solution always exists. T oT T oT oT -’

In principle, &1(T,V)/dV can be determined from (33a) by
means ofT andA that can be calculated in a straightforwai
The exact solution of an optimization problem is typically way from (33b) and (33c). However, this approach is coi
approximated by a sficiently accurate numerical solution gen- putationally expensive and memory-intensive. A numelyca
erated by a suitable optimization algorithm. For the optami  efficient computation of ¢ (T, V)/dV according to (33) pro-
tion problem (32), many standard numerical solution meshodceeds as follows: First, the state trajectdiy is solved for
can be found, e.g., the steepest descent method [31], the conthe ascending time indicdés + 1, . . ., k; (forward direction) by
gate gradient method [32], the quasi-Newton method [38], th using Fr_1(Tk, Tk-1, ¥ (V), ¥r-1(V)) = 0 with Ty, = To and
Gauss-Newton method [11], or the Newton method [11]. Sinceb, (V) = Ug, i.e., (33b) is solved. It is easy to see that the m
the solution of the optimization problem (32) is used in aglod trix dc,/dT has a block-diagonal structure. Similarly, the m;
predictive control concept, afficient solution method in terms  trix dF /0T has a sparse block structure with non-zero matrig
of computational ffort and convergence rate is essential. Theonly on the main diagonal and the subdiagonal, see Fig. & N
guasi-Newton method features a superlinear convergenee rahat the entries ofic,/0T anddF /0T can be analytically eval-
and is often used for problems like (32), cf. [34, 35]. Thisuated. Because of the sparse structuré@foT andoF/oT,
method requires only the computation of the objective fiomct A has a lower-triangular block structure. Clearly, it is net-r
and its gradient with respect ¥. Moreover, the Hessian ma- ommendable to compute by direct inversion obF/dT, i.e.,
trix can be estimated with little computationdfat by apply- in the formA = —(0c1/0T)/(0F/8T) L. Instead, the column
ing, for instance, the BFGS formula [36]. However, a crucialblocks ofA should be successively computed with descend|
point for the convergence rate of the quasi-Newton method i§me indicesk, ..., ko+1 (backward direction) using the calcu
the initial choice of the estimated Hessian matrix. lated state trajectorVy. In the same loop, the column blocks ¢
The Gauss-Newton method does not have this problem beic,(T, V)/dV can be simultaneously computed. This is beca
cause it uses a more accurate approximate calculation of th-/0V has the same sparse block structur@B&T. Note that
Hessian matrix. For this reason, the Gauss-Newton method ifis strategy features modest memory requirements betaeis
used in this paper. It provides also a superlinear convesyen large matrixA does not need to be stored at any time. Inste;
rate and requires an objective function that is made up ofra su only the currently considered column block is of interest.
of squared function values. Compared to the Quasi-Newton The iterative numerical optimization algorithm can theref
method, the main dierence is that the Hessian matrix is ap- be summarized as follows:
proxi'mated.by exploiting the special strugture of the otiyec Step 0: Provide an initial guess
function. Given that (32b) holds, the gradient veg@and the
approximated Hessian matiik read as

5.3. Numerical solution of the optimization problem

Step 1: Compute the search directibe —H g
Step 2: Perform a line search, i.e., solve

_(dc\" __(dci) dc,\' minimize C(V + ad, T)
9=qv _zd_V We,C1 + ™ 20
subjectto 0= F(T,V + ad)
H —Z(E)TW (%)_’_(dZCZ)T and compute the update « V + ad.
av “\dv av? Step 3: Check if any termination criterion (maximum

Since C5(V) is independent off, the analytical computa- number of iterations, convergence) is fulfilled.

tion of dC»(V)/dV and dC,(V)/dV? is fairly straightforward Ifyes, stop here.
and computationally undemanding. For the computation of Step 4: Start again at Step 1.
dcy (T, V)/adV, the vector-valued Lagrangian
In step 2, a scalar optimization problem for the step site
L =cu(T,V) + AF(T, V) solved by means of a local quadratic approximation

with a lower-triangular block-structured matriA of La- C(V +ad,T) ~ q(e) = ap + a1 + aa?
grangian multipliers is introduced. Vector-valued Lagyi@ams
are commonly used in multi-objective optimization [37].this  and an underlying interval adaption [38]. If the objectivaé-

10
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Figure 7: Detailed structure of (33c) for determining @, V)/dV.
tion is evaluated at three sample points < az < a3 with el O T ]
az = (@1 + ag)/2, the polynomial coicientsag, a;, anda, can
be determined by solving the set of equations 60| O oooog |
. 0
C(V + aid, T) = q(a), i=123 =~ ol o |
o
If a; > 0, the step size that minimizeggx) takes the form ool x |
x O ooo
_Ei ok XX X X XXXX x x x x xbEER |
2a2' Ll Lol L Lo
1° 10t 10
If this step size is additionally in the intervak{, a3], then Iterations
a = —a1/(2ap) is the approximate solution of the line search x  Gauss-Newton methodd  Quasi-Newton metho#

problem. Otherwisey is set to one of the interval boundg or
as. In this case, the interval bounds are shifted accordingly i Figure 8: Decrease of the objective functiBras a function of the iterations of
order to track the minimum of the line search problem over thene solution algorithm.
subsequent Gauss-Newton iterations [38].

In step 3, the numerical solution algorithm is terminated if
a fixed numbeNN; of iterations is achieved, i.e., a suboptimal of convergence dier significantly. Even if both algorithms
solution for the input trajectories is used. This termioatiri-  are used in a suboptimal way, the performance of the Gal
terion ensures that a defined sampling rate of the contrcaler Newton method is significantly better. This result justifies
be realized. Note that the proposed numerical solution-algochoice of the Gauss-Newton method for tifigogent solution of

rithm always satisfies (32b), even if the algorithm is used in the optimization problem (32), although it has a slightlgter
suboptimal way. numerical &ort per iteration than the quasi-Newton method.

5.4. Convergence behavior of the numerical solution algoni

A numerical solution algorithm is mainly characterizedtsyi 6- Industrial application example
rate of convergence, its numeric#iat per iteration, and its nu-
merical stability. In the following, the convergence projes For the verification of the developed model predictive co
of the Gauss-Newton formulation proposed in the previous se troller, a simulation study is carried out. In this simubeti
tion is compared for a single prediction horizon with thevaam  study, the real furnace (plant), cf. Fig. 3, is replaced by t
gence properties of the quasi-Newton method. Here, the-quasvalidated high-fidelity furnace model presented in [13, 1],
Newton method is implemented with the BFGS formula andThis furnace model has been extensively verified by me;
the identity matrix as initial condition for the estimateedtdd of measurement data from the considered combined diri
sian matrix. For comparison purposes, the line-searchi@mob and indirect-fired strip annealing furnace of voestalpiteh
is identically realized in both algorithms. GmbH in Linz, Austria, and is therefore suitable for the er

Because of the analytical calculation of the Hessian matrixulation of the real furnace operation. The system state {
the computation time, i.e., the computationfibet, per itera- is required for the initial condition for the controllergi, the
tion of the Gauss-Newton method i©6 times higher than that feedback, is provided by an ad-hoc state estimator [39].i-Ad
of the quasi-Newton method. Starting from an arbitraryiahit tionally, the estimator provides an estimation of the stripis-
guessV and an initial valueC = 209 of the objective function, sivity. The state estimator is based on the furnace mod@l (|
Fig. 8 shows the valueS for every iteration of both solution and uses the system inputs and the noisy pyrometer meas
algorithms. The Gauss-Newton method reaches the almost omenthg(Ts) + v with the measurement noises R? to improve
timal valueC = 2.66 after just 5 iterations whereas the quasi-the estimation. The entries wfare chosen to be uniformly dis;
Newton method requires many more iterations, i.e., thesratetributed in the range{5, 5] K.
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The scenario for the simulation study is taken from a reakver, in non-steady-state operation, e.g., when a weldad j
production process at the considered annealing furnace. Thhat connects two strips with fiérent target temperatures i
process data defining the scenario include geometric dimemprocessed, the secondary control objectives are of miner
sions, material properties, target temperatures, anégpond- portance. To prioritize the primary control objective innro
ing temperature constraints of 21fférent strips with a total steady-state operation, the matikk;, is adapted by reducing
length of 55km. The widttbs and thicknessls of the strips  the entries as long as a welded joint appears in the predic
are shown in Fig. 9. They are in the rangee [1.3,1.5]m  horizon. This adaptation may vary forffirent strip transitions.
andds € [0.6,0.8] mm, respectively. The absolute values and

the maximum slopes of the control inputs, i.e., the input-con 1000
straints, are chosen in accordance with their real couatesp
g 950 |- -
T 155
08| = 900 N
s g
E 075| £ 850" i
£ £
S 145
" e g 800 | | | | | |
T 07 T T T T T T
_I__\_ |14 1120/ * b
o65f¢ &, o o 4 4135 & 1100 (il
0 5 10 15 20 25 30 35 40 45 50 55
. < 1080[" -
Z (km) =
[ — Thickness, Width bs = 1060|- y
1040} i
Figure 9: Geometric dimensions of the considered strips. 1130 : : :
T T T T T
For the simulation, the controller is implemented inivhs 1105 i
with a sampling timeS. = 2s. On a standard desktop PC (4 < M I
GHz, 16 GB RAM), the time required for the solution of the 5 1080 | -
optimal control problem is in the range of7ls. A new opti- S
mal control input is thus provided at the time instakds with P 1055} -
k € N. The (constant) strip length considered in each prediction
| |

horizon [T, T;,] with T, — T\, is L = 1000 m, which is more 10300 ; ; ‘ ‘

than 4 times the length of the strip inside the furnace. The op ! 2 St ) ‘ > ° !
mal control problem takes into accoudt = (I; — )N, = 592

optimization variables and the numerical solution aldoriter- - - - Target temperature— Constraints
minates afteN; = 1 iteration. In order to compensate the com- —— Strip temperature

putational delay [40], the numerical solution algorithrattfis
started at the time instahb; is initialized with an estimation  Figure 10: Simulated strip temperature, correspondirgetaemperatures, and
of the system state at the time instakit{(1)dc, cf. [41]. This  the temperature constraints at the pyrometer posit@mszt, andzs.
future system state is predicted based on the estimateghsyst
state provided by the state estimator at the time ind#&nand Because the main objective is accurate strip temperature ¢
by using the furnace model (12) and the open-loop inputs thatol, the proposed controller is mainly verified by meanshef t
are applied to the plantin the time intervid{, (k+1)dc]. Thus,  strip temperatures at the two pyrometer positions at theoén(
at the time instant(+ 1)d., an optimal control inputis provided the RTH and the RTS section, cf. Fig. 1. Figure 10 shows t|
which systematically takes into account the computatideal the noisy strip temperature at these two positions acdyifale
lay. Moreover, the suboptimal solution of the previous -opti lows the respective target temperature and is always witt@n
mization problem is incorporated into the initial guesstuf t tolerance range. This also holds true in transient operatic
current optimization problem. Because the previous and thsituations, e.g., when a welded joint that connects twtedi
current prediction horizons overlap, it is intuitive totialize  ent strips moves through the furnace. Figure 10 also shaats
the corresponding optimization variables with the asgedia the strip temperature at the pyrometer positigpis within its
solution of the previous optimization problem. The remain-temperature limits.
ing optimization variables at the end of the current preéalict The proposed model predictive controller takes into acto|
horizon are initialized with their final value at the end oéth known future disturbances, e.g., strip transitions. Thigc#pa-
previous horizon. tive behavior is shown in Fig. 11 which is a detail of Fig. 10. |
In steady-state operation, the controller is tuned to fyatis order to meet all temperature limits, the strip temperatises
both the primary and the secondary control objectives. Howbefore the strip transition with the corresponding chamgbeé
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Figure 11: Detail of simulated strip temperature, corresiing target temper- » 1001 N
atures, and the temperature constraints at the pyromeséons z,, andzqs,
cf. Fig. 10.
50 \ \ \ \ \ \
0 1 2 3 4 5 6 7
t (h)
target temperature appears at the respective pyrometsuneea - -
—— Control inputs —— Constraints

ment. A control conceptthatis not anticipative would ready

after a change of the target temperature becomes visiblein t
control error at the respective position. In this case, isleaf Figure 12: Simulated system inputs, i.e., mass flow of fuel teeating zone
violating the temperature limits would be much higher. of the direct- and the indirect-fired furnace and strip vit¢§o@s well as corre-

sponding constraints.
Examples of the associated control inputs, i.e., the mass flo
of fuel in a typical heating zone of both the direct-fired ane t
indirect-fired furnace section and the strip velocity, dreven
in Fig. 12. These quantities are within their constrainthie T

mass flows of fuel to the other heating zones look similar totrzneasz 8:6h. Using the corresponding measurement data, (

thos.,e of Fig. 12. results inAT{"®@5= 20.13 K. As it can be inferred from Fig. 10,
Figures 10 and 12 show that the controller ensures botf,e proposed temperature controller requires ®W= 6.8h
accurate strip temperature control and a maximization ef thsq, processing the considered strip products. This meaats
throughput. This is because the heating zones are widely oRy, optimized strip velocity would lead to a reduction of th
erate(_j at maximum capacity and a further incregse of the Striproduction time by more than 20%. Of course, this reducti
velocity would thus be at the expense of the strip tempegaturis equivalent to a maximization of the material throughgér.

accuracy. the simulated strip temperatur@s(zqn, t) and T(z1s, t) from
In the considered annealing furnace, strip temperature corFig. 10 are used, (34) results AT$™ = 9.15K, which indi-

trol is currently realized by a standard PI control concdpt. cates that the proposed controller would also significaintly

order to assess whether the control accuracy for the caeside crease the control accuracy.

production scenario increases with the proposed modeigred

tive controller, the performance indicator

treatment of the considered 21 strip products. With the
control concept, the heat treatment of the 21 strips redui

In addition to the control accuracy and the production tin
the energy consumption of the annealing furnace is anatfer
portant control performance parameter. During the time |

ATs= +|= eTedt (34a) riod t'3S the heat treatment of the consjdered strip produ
> Jo by means of the PI control concept requires a total amoun
_ fuel of M= 8.95t. In contrastn}] = 8.92tis needed in
with Td HoT i the simulation study. This means that the fuel consumptén
e= g(z“h’ ) = Ts(@in. ) (34b)  ton strip product is slightly reduced. These obtained teso}
TS (Zi't35 t) - TS(Z’(S: t)

dicate the great potential of the proposed controller tociase
is used, wherey is the total time that is needed for the heatthe control accuracy, to maximize the material throughpiut &
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to minimize the energy consumption at the real plant. [2]
. (3]

7. Conclusions
[4]

A nonlinear model predictive controller for the strip tempe
ature of a combined direct- and indirect-fired strip anmegli
furnace was proposed. Here, both the mass flows of fuel to thet5
heating zones and the strip velocity are used as controtsnpu
The controller additionally maximizes the throughput arid-m
imizes the energy consumption. (6]

The basis of the proposed controller is a tractable first-
principles model of the furnace, which is computationatly i
expensive and captures the most import nonliné@ces. The
model includes submodels of the flue gas, the radiant tubes, t
wall, the strip, and the rolls. These submodels are intercon g
nected by the heat transfer mechanisms radiation, coovecti
and conduction. 9]

For the model predictive controller, a tailored dynamid-opt [10]
mization problem is solved by a numerical solution algamth
The time domain of the furnace model is first normalized using
a time transformation that depends on the strip velocityis Th
ensures that the strip length considered in each predibtidn
zon is constant. To meet thefidgirent control objectives, a suit- [12]
able objective function that depends on the system inpuds an
states is defined for a finite time horizon. Constraints of in-
puts and system states are taken into account by using sigmo[il3]
functions and additional penalty terms in the objectivection.

[7]

[11]

The discrete-time optimization problem that finally cotsisf ~ [14]
the objective function and the furnace model as an equatity ¢
straint is iteratively solved in a suboptimal way by meanthef [15

Gauss-Newton method. The required gradient and the approx-
imate Hessian matrix of the objective function can be amalyt
cally computed using an adjoint-based method. The subaptim
solution is used for the initial guess for the next optimizat
problem.

The capability of the proposed controller was demonstrate¢t6]
by a validated high-fidelity model of an industrial annegliar- [17]
nace with process data from the real production process. The
controller achieves accurate strip temperature contrdlaith ~ [18]
steady-state and non-steady-state furnace operatiomandes
compliance with all constraints. Furthermore, the cofgras
currently implemented by voestalpine Stahl GmbH at the con-

[19]

sidered strip processing line. [20]
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