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Flexible robot-based in-line measurement system
for high-precision optical surface inspection

Christopher Naverschnigg, Ernst Csencsics, and Georg Schitter, Senior Member, IEEE

AbstractÐAdvances in industrial manufacturing and an in-
creasing trend towards direct integration of measurement systems
in the production line require flexible, fast, precise and robust
systems. This paper presents the development and evaluation
of a fully automated robot-based in-line measurement system,
suitable for applications incorporating process variability and
uncertainty, however, requiring single micrometer resolution and
low instrumentation effort. The system utilizes laser triangulation
in combination with mechanical 2D-scanning for fast and precise
measurements. Lissajous trajectories and a computer vision algo-
rithm based on edge detection are used to locate relevant features
within the scan area. This allows alignment of the measurement
tool, by using plane fits, to optimally utilize the measurement
range of the sensor system for a high resolution scan, applied to a
refined area, providing robustness and flexibility. For a scan area
of 25×25mm the measurement uncertainty equals 6.4µm at
2σ. The system accuracy is evaluated to 2.2µm. The combined
standard uncertainty of reference sample measurements equals
1.2µm.

Index TermsÐMetrology, System Analysis and Design, Fea-
ture Detection, Manufacturing Automation, Automatic Optical
Inspection

I. INTRODUCTION

OVER the past decades, industrial manufacturing has
faced significant challenges under the impact of global

trends. Resource efficiency, mastery of new technologies,
flexibility and transparency, have developed to be the primary
focus of production lines. In addition, a continuing interest in
the increase of manufacturing efficiency and product quality
sets high demand on measurement systems and requires
them to be integrated directly in the production line [1],
[2]. In-line measurement eliminates steps such as unloading
samples from the main assembly line, decreases the required
time to detect problems within the manufacturing process,
leads to a higher consistent throughput and enables the
possibility of implementing statistical process control in
order to identify equipment issues before they affect the
final product [3]. Applications range from the automotive
and aerospace sector to the semiconductor industry, where
3D-imaging and inspection systems are required to perform
material characterization, defect detection and dimensional
inspection [4], [5]. To fulfil these challenges, measurement
systems are demanded to be flexible, fast, precise and robust.
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Flexibility within a large working volume can be provided
by industrial robots with up to six degrees of freedom, which
are indispensable in industrial manufacturing and are in com-
bination with 3D measurement systems of growing importance
for measurement tasks, e.g. the inspection of complex shapes
and freeform surfaces [6].

Fast and precise imaging with high axial and lateral res-
olution is achieved by optical measurement systems, which
are a preferred choice due to their non-tactile measurement
principle [7]. The resolution of commonly used camera-based
inspection systems, is proportional to the field of view and
set by the camera system’s design. Commercial stereo vision
systems with a field of view of several millimeters, a lateral
resolution down to 6.7µm and an accuracy down to 6µm
are available [8] [9]. Maximum resolution can, however, only
be achieved at the optimal operational distance [10]. To
overcome these limitations and enable measurements with
micro- down to sub-micrometer resolution for sample sizes,
laser triangulation sensors or confocal sensors are used in
combination with scanning systems [11]. Triangulation sensors
are widely applied in quality inspection [12], especially in
factories where ease of use and instrumentation costs are
critical [13]. However, the resolution of systems, combining
industrial robots and optical measurement systems, is limited
due to the limited precision and accuracy of robots for
paths and poses, which lies in the range of multiple tens of
micrometers [14], [15]. A robotic scanning system utilizing
triangulation sensors mounted directly on the robot flange
achieves a resolution down to 50µm after a calibration process
[16]. Other reported or commercially available robot-based
systems integrating triangulation line sensors [17], MEMS-
based scanners [18], galvanometric scanners [19] and stereo
vision [20], achieve an accuracy limited to several tens of
micrometer, which is insufficient for numerous applications
requiring measurements on the single micrometre scale. For
high precision applications with sub-micrometer resolution,
a measurement platform as robotic end effector has been
reported in combination with an optically scanned 3D sensor
[21], [22]. The system is, however, subject to a significant
instrumentation effort and has a limited scan area of only
100µm, making it impractical for applications with process
variability and uncertainties in the millimeter range [23], [24].

These inaccuracies lead to an inefficient measurement
process and can increase the measurement time significantly.
To compensate for process uncertainties and locate relevant
features, additional vision-guided systems can be employed
for online position correction and path planning [25]. Using
reference markers of model reconstruction from point-cloud
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data, they often require a sample modification, provide only
accuracies in the millimeter range and again increase the
instrumentation effort and cost [26].

The contribution of this paper is the integrated design
and evaluation of a versatile robot-based in-line measurement
system for 3D surface inspection providing single micrometer
resolution, a low instrumentation effort and a large mea-
surement area with the capability to alleviate process and
alignment uncertainties by intelligent system operation. The
integrated measurement system design is centred around a
dual-stage actuation concept and an optimized dual-scan ap-
proach enabling an online alignment correction and feature
detection as well as an efficient measurement process. It is
further designed for accommodating various compact optical
sensors based on different principles, making it applicable to
a plethora of measurement tasks.

The remainder of the paper is structured as follows: (II) sys-
tem design and prototype implementation of the measurement
system, (III) methods for intelligent operation and improved
performance, (IV) experimental validation, (V) conclusion.

II. ROBOTIC HIGH-PRECISION IN-LINE MEASUREMENT
SYSTEM

A. System requirements

The requirements are evaluated based on the overall goal
of creating a fast and flexible, but simultaneously precise and
robust in-line measurement system for surface inspection, e.g.
for the inspection of complex parts and surface structures
in the automotive and aerospace sector, such as weld spots
and weld seams. This requires the system to be positioned
within a large working volume with dimensions up to several
meters. A lateral and axial measurement range of multiple tens
of millimeters is demanded to cover a wide range of object
shapes, to provide flexibility for different features sizes and to
deal with uncertainties of the feature location. A measurement
volume of at least 25mm× 25mm× 25mm is desirable.

Simultaneously, fast and high-precision measurements for
dimensional inspection and characterization of surface proper-
ties (e.g. cracks, porosity) are desired, which requires microm-
eter to sub-micrometer axial resolution. A lateral resolution of
at least 100µm is demanded.

With typical spot weld diameters ranging from 3-7mm
[27], for a measurement area of 5mm× 5mm, a maximum
measurement time of 3 s is targeted to provide reasonable
throughput. The specifications are summarized in Table I.

TABLE I
SYSTEM REQUIREMENTS

Property Value
Measurement volume > 25× 25× 25 mm
Axial resolution < 1 µm
Lateral resolution < 100 µm
Maximum measurement-time for 5×5mm 3 s

B. System design

The system design is illustrated in Figure 1. To fulfil the
requirements regarding resolution, measurement range and
to provide high versatility for different materials, a single
point laser triangulation sensor is used which requires an
additional positioning system to perform a high-precision scan
movement.

Sample / Scan area

Sensor 
system

Actuator system

Mechanical Adapter

Industrial

robot arm

Metrology 

platform

Robot flange
Production line

Fig. 1. Robot-based in-line measurement system for surface and material
inspection.

For flexible inspection within the production line a 6-DOF
industrial robot is considered. Whereas industrial robots can
achieve position accuracy and repeatability in the range of
multiple tens of micrometers, their ability to follow a path or
trajectory is often lowered by a factor of ten. Therefore, an
industrial robot is not suitable for performing a high-precision
scan movement. An additional actuator system is necessary
to combine flexible orientation of the measurement tool in a
large working volume with the task of high-precision optical
surface inspection. This results in a dual-stage approach.
The main tasks of the additional actuator system are point-
to-point movements with high positioning accuracy and re-
peatability to minimize lateral error, or the tracking of a
scan-trajectory with desired acceleration and velocity. The
requirements regarding scan time and lateral resolution lead to
minimum velocity and acceleration of 100mm/s and 10m/s2

of a raster trajectory. Linear actuators, in terms of either voice-
coil actuators or stepper-motor-based stages, are an appropriate
choice, since they provide a range of motion of multiple tens to
hundreds of millimeters and velocities of the carriage beyond
several 100mm/s. The downside of voice-coil actuators is
their relatively low force to current ratio compared to their
weight and construction size. Stepper motor-based stages can
provide high forces of multiple tens of Newton and provide a
compact design while being able to keep up with micrometer
precision, suitable for this application. Furthermore, due to
the high forces, they support higher robot joint accelerations
and velocities without the need for an additional locking
mechanism to protect the carriage and the attached sensor
system.

A two-dimensional scanning motion can be achieved by a
single xy-actuator that provides a two-axis movement or two
separate stacked linear stages. A single xy-actuator typically
requires a more robust mechanical frame which leads to an
increase of the total mass. This can lead to a mass of multiple
kg for a robust design [28], which might exceed the load ca-
pacity of a compact industrial robot arm. Compared to single-
axis linear stages, they typically also offer lower maximum
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velocities [29]. To minimize the applied load onto the robot
arm and provide maximum scan speed, a xy-scan system based
on two stacked single-axis linear stages is chosen.

C. Prototype implementation

A prototype of the robot-based in-line measurement system
for optical surface inspection is created based on the system
design choices and is shown in Figure 2. The system utilizes
a six-degree-of-freedom industrial robot arm (IRB120, ABB
AG, Sweden/Switzerland). The robot has a range of motion
of 0.58m and a load capacity of 3 kg. Position accuracy and
repeatability according to the datasheet are equal to 20µm and
10µm. Regarding linear paths, the accuracy and repeatability
lie in a range of 7-16µm and 21-38µm respectively. These
specifications, especially when considering a scan movement,
once again show, that the robot itself is not suitable for per-
forming precision measurement tasks in the single micrometer
range.

The robot arm is equipped with two stepper motor based
linear stages (LSM050BE03T4, Zaber Technologies Inc.,
Canada). The stages are stacked and serve as a xy-scan system
with a maximum speed of 120mm/s, a travel range of 50mm
and a peak thrust of 25N. Accuracy and repeatability result
to 0.36µm and 1.37µm.

The positioning system is equipped with a class 2 laser
triangulation sensor (ILD1420-25, Micro-Epsilon Messtechnik
GmbH & Co. KG, Germany). The sensor has a measurement
range of 25mm, a minimum laser spot size of 55µm× 50µm
and an axial resolution of 0.385µm. The measurement sample
rate is 4 ksps, resulting in a short illumination time, which
lowers the impact of motion blur, during a high speed scanning
motion. 3D-printed adapters are designed to combine compo-
nents and ease accessibility of the sample relative to the sensor
system. A summary of the components’ specifications is listed
in Table II.

zx

y

Scan area

51 x 51 mm

Measurement 

coordinate system

ABB IRB120

6DOF industrial robot arm

3D-printed robot

flange adapter

3D-printed sensor adapter

Zaber LSM050B-E03T4

motorized linear stage (y-axis)

Zaber LSM050B-E03T4

motorized linear stage (x-axis)

Micro-Epsilon 

ILD1420-25

Triangulation sensor

Fig. 2. Overview of the prototype setup utilizing a stepper-motor based xy-
scan system and a triangulation sensor, mounted on an industrial robot arm.

TABLE II
COMPONENT SPECIFICATION OVERVIEW

Component Specification Value
Robot arm Pose accuracy 0.02 mm

Pose repeatability 0.01 mm
Maximum range 580 mm
Load capacity 3 kg

Linear stage Travel range 51 mm
Accuracy 0.36 µm
Repeatability 1.37 µm
Maximum velocity 120 mm/s
Maximum force 25 N

Triangulation Measurement range 25 mm
sensor Resolution 0.385 µm

Repeatability 1 µm
Minimum spot size 55× 50 µm

The system’s components are interfaced via modules by
Beckhoff Automation, which are communicating via Ether-
CAT, allowing integration in existing industrial processes.
An EtherCAT-Coupler is connected to a PC and the system
is programmed using the TWINCAT3-Software (Beckhoff
Automation, Germany). Scan data is automatically transmitted
to Matlab, using the device and fieldbus-independent ADS
interface provided by Beckhoff Automation, which performs
the data processing. A socket for communication between
Matlab and the robot control is implemented to exchange data,
send commands and subsequently adjust the robot pose.

III. SCAN AND MEASUREMENT PROCESS

An intelligent scan and measurement process is imple-
mented to reduce the overall measurement time, increase ro-
bustness by compensating for potential feature deviations in a
production line and to maximize the scan resolution. Relevant
features are located during a coarse scan by using appropriate
trajectories. The data of the initial scan is used to determine
the orientation of the sample surface by using plane fits, which
enables the adjustment of the robot pose for optimal utilization
of the measurement range of the triangulation sensor. A high-
resolution raster scan is applied to the refined area where the
feature is located, in order to provide the required level of
detail. For the high-resolution scan a raster trajectory is used
to provide equal spatial resolution and to minimize scan time.

A. Lissajous-based scanning for fast overview

Recently attention has been shifted to Lissajous trajectories
as an alternative to classic raster scans [30]. Compared to raster
scans they provide a fast overview of the entire scan area. This
property can be utilized to efficiently detect features within a
small proportion of the total scan duration.

Lissajous trajectories are created by performing sinusoidal
movements with different frequency in orthogonal scan direc-
tions. To select suitable frequency combinations for a desired
scan area and expected features size, an integer constrained
optimization problem is solved [31], with the goal of mini-
mization of scan time and constraining resolution, quantified
by using Voronoi tessellation [32]. This method is selected
to constrain the number of decimal digits of frequencies,
avoiding resolution calculation for combinations which lead
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Fig. 3. Feature localisation using raster and Lissajous trajectories. Average
proportion (green line) and maximum proportion (red line) of Lissajous
trajectory (blue line) required to detect a feature with normal distributed
position deviation.

to high duration for poor initial conditions, hereby reducing
computational effort. The maximum time to detect a feature
of a certain size depends on the area, in which the feature
is to be expected, since the maximum velocity of the linear
stages limits the motion speed. Initial scan area and estimated
feature size can be defined by using a-priori information of
the process.

By assuming a normal distributed sample position of a
circular feature with a diameter of 4mm around the centre
point in an area of 20mm× 20mm, with a standard deviation
of 1/6 of the area width, as shown in Figure 3, an average
time of 0.75 s is required to locate the feature. The green and
red line mark the average and the maximum proportion of
the trajectory that is required for 1000 normally distributed
locations. If the area can be reduced to 10mm× 10mm,
due to a decreased location uncertainty, and the Lissajous
trajectory is adjusted accordingly, the average time is for
example reduced to 0.15 s. Since the scan time is proportional
to the area size, the overall scan time is strongly reduced, if
a high resolution scan is restricted to the region of interest, in
which the features is detected. This is particularly relevant
for the case with a large uncertainty but high resolution
demands. For example, a raster scan with a resolution of
50µm, a velocity and acceleration of 120mm/s and 10m/s2

of the linear stages, requires a scan time of ∼71.5 s for an
area of 20mm×20mm. A scan, with equal resolution of a
4mm×4mm area, however, only requires ∼3.6 s.

B. Feature localization for increased robustness

To allow the detection of features during a coarse pre-scan,
a form of Canny edge detection is implemented [33]. In the
first step, the image is smoothed by applying a Gauss-filter to
remove noise and reduce the impact of outliers. The strength
of the filter is defined by the standard deviation σ of the
Gaussian distribution. The window size is selected depending
on the standard deviation. A higher standard deviation leads
to a bigger window which results in stronger smoothing and
noise suppression. Afterwards, the Sobel operator is applied
by convoluting the image and the operator to calculate the
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Fig. 4. Feature localization based on Lissajous scan data. (a) Scan data and
detected edges (marked by black dots) of a weld spot and its surrounding
area, (b) xz-view.

derivative for both, x and y direction. The Sobel operator is
defined by the following matrices (1) [34]:

Gx =



−1 0 1
−2 0 2
−1 0 1


 , Gy =



−1 −2 −1
0 0 0
1 2 1


 (1)

Figure 4 shows the scan data of a spot weld and its
surrounding area. The area is scanned by using a coarse
Lissajous scan. The red square marks the area in which the
feature is detected and used for a high-resolution raster scan.
After the fine scan, both datasets are combined which leads
to Figure 4a. Figure 4b shows a perspective view of the xz-
plane.

C. Robot pose adjustment for increased resolution

The data from the coarse scan is used to align the measure-
ment system in optimal distance and orientation immediately
after the detection process is finished. For parallel alignment
of measurement and sample plane, a dominant plane within
the measurement area is determined by using a plane fitting
approach. As a basic least-squares algorithm can lead to
ambiguous results if multiple dominant planes are present
within the measurement area [34], a RANSAC algorithm is
implemented [35]. Figure 5a shows the result when performing
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Fig. 5. Coarse Lissajous scan of a spot weld and plane fit for optimal
alignment. (a) Scan data and plane fit (sample points marked by black dots),
(b) xy-view.

plane fits for the coarse scan data from the previous section
(cf. Figure 4). Figure 5b shows the xy-view of data points and
fit. Data points acquired along the Lissajous scan are marked
by black dots. After the fit, the plane model is used to calculate
translation and orientation with respect to the robot arm. The
position, of the end-effector (tool-centre-point) is defined by a
vector containing xyz coordinates for the translational part. In
contrast, the orientation is defined using quaternions which
simplifies mathematical operations compared to the usage
of rotation matrices, e.g. when using Euler-angle convention
[36]. The resulting data can also be used to characterize the
diameter of the weld spot and the indentation depth, which
servers as a quality measure. This weld spot shows a diameter
of approximately 4.45mm and a maximum indentation of
194µm. According to DIN EN ISO 18595:2021 [37], the
indentation depth must no exceed 20% of the thickness of
one sheet metal. For a sheet thickness of the sample of 1mm
this weld spot fulfils the criteria. The elevation next to the
welding spot results from residuals of the welding process.
Furthermore, the weld spot does not show surface cracks or
porosity.

IV. EXPERIMENTAL RESULTS

A. System verification

The performance of the system is evaluated in accordance
with ºThe Guide to the Expression of Uncertainty in Measure-

ment (GUM)º to determine the total measurement uncertainty,
and to give an estimation on the system’s accuracy by means
of standard uncertainty [38]. In general, Type A standard
uncertainty u, representing the standard deviation of the mean
of a series of observations zj , is calculated as follows

u(z) =
σ(zj)√

n
, (2)

with standard deviation σ and number of observations n. For
repeated surface measurements each series of measurement
points, for the same xy-position is considered to have an indi-
vidual u and σ [39]. The mean is calculated for determination
of the overall standard uncertainty and standard deviation to
extend the concept for surface measurements.

A reference sample with structures and step heights of
100µm and an area of 25mm× 25mm is selected as target. A
raster scan of a coordinate-measuring-machine (CMM), which
performs optical inspection using a confocal chromatic sensor,
is carried out with a step size of 50µm to provide a reference
measurement [40]. The result is shown in Figure 6a. In prior,
the standard uncertainty of the CMM is evaluated as described
by conducing 20 line measurements with a step size of 50µm.
The average standard uncertainty is 0.4µm.

The robot-based measurement system is assigned to carry
out ten validation measurements of the reference sample. To
limit the impact of high-acceleration forces on the mechanical
structure, especially at turning points, the maximum accelera-
tion of the linear stages is set to 500mm/s2. This results in
a maximum velocity of 111.8mm/s at the centre of the stage
and a scan time of 223.5 s, for a raster scan with 500 lines.
The result is shown in Figure 6b. Reference and validation
measurements results from systems referenced to different
coordinate systems. Therefore, grid, spacing and orientation
of the data points is not identical. To directly compare both
measurements during error calculation, the data sets have to be
registered. Point cloud registration is carried out by using an
iterative-closest-points (ICP) algorithm [41]. To calculate the
deviation between the two datasets, data points, which lead to a
minimization of the euclidean distance within the xy-plane, are
matched with each other using a k-nearest-neighbour- (KNN-)
algorithm [42].

To estimate the accuracy in z, at first the average error in
height variations of all structures is calculated individually. Af-
terwards an overall mean value for the error is calculated. In-
dividual consideration of constant height areas lead to a more
general representation resulting in an overall mean value of
2.1µm. To give an estimation on how accurate the mean value
is, the standard uncertainty is calculated. Standard uncertainty
and standard deviation are evaluated by only using the data of
the validation measurements. The standard uncertainty for ten
measurements is found to be 1.1µm. The combined standard
uncertainty of CMM and robot-based measurement system
is calculated by the square root of the sum of squares, and
equals 1.2µm. With a coverage factor of 2 for the expanded
uncertainty, representing a confidence of approximately 95%
in the case of a normal distribution, each axial measurement
is equal to ±2.4µm. For a measurement range of 25mm
the relative standard uncertainty equals 0.005%. The overall
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Fig. 6. Measurement of sample structures. (a) Reference measurement with a lateral resolution of 50µm, (b) Validation measurement with a lateral resolution
of 50µm in x using the proposed measurement system, (c) axial error.
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Fig. 7. Cross sections of sample structures. Comparison of CMM (blue) and robot-based measurement system (red) showing good agreement of the measurement
results. (a) yz-plane, x = 12mm, (b) yz-plane, x = 6mm, (c) xz-plane, y = 19mm.

uncertainty of the measurement is equal to 6.4µm at two
times the standard deviation. A summary of the achieved
specifications is given in Table IV.

Mean absolute error e and error standard deviation σe are
calculated for the matched samples individually. The axial
error is shown in Figure 6c. The borders of structures indicate
an error due to a remaining misalignment of the data of the
registration process, however, these errors are neglected for
error calculation. This results in a mean absolute error of
4.4µm with a standard deviation of 3.2µm. Figure 7 shows
the comparison of cross-sections through the yz- and xz-plane.
A summary is given in Table III.

Uncertainty of the measurement is affected by random
errors, e.g. sensor noise and robot vibrations. In addition, the
data of the validation measurement shows a periodic pattern,
illustrated in the insert of Figure 6b. It is not visible in the
CMM-scan and a rotation of the sample between two scan
processes proves that this pattern must be associated with
the scanning system. This effect is considered to result from
a combination of straightness, flatness and Abbe error the
linear stages. Furthermore a spatial shift of the pattern during
operation might occur due to backlash, thermal expansion and
starting point of the scan however, this dominant error com-
ponent is expected to be reduced by a calibration procedure.

B. Optimal alignment for increased performance

In this section the impact of the repositioning process on
the high-resolution scan is investigated. In Figure 8a the

TABLE III
ERROR EVALUATION FOR TEN SURFACE MEASUREMENTS UNDER EQUAL

ENVIRONMENTAL CONDITIONS.

Mean absolute Error standard
error deviation
e, µm σe, µm

Cross section
x=12mm, Figure 7a 2.7 6.1
x= 6mm, Figure 7b 3.5 5.4
y=19mm, Figure 7c 6.2 4.3
Area
25mm × 25mm 4.4 3.2

TABLE IV
SYSTEM SPECIFICATIONS IN AXIAL DIRECTION.

Robot-based Accuracy 2.2 µm
measurement system Standard uncertainty 1.1 µm

Uncertainty at 2σ 6.4 µm
Mean absolute error 4.4 µm

CMM Standard uncertainty 0.4 µm

measurement system is only coarsely positioned with respect
to the sample, such that the sensor is in range and the sample
is measured without utilizing the repositioning feature. In
Figure 8b, a coarse Lissajous scan is performed, followed by
a plane fit utilizing a RANSAC algorithm. The optimal sensor
distance is defined according to the point of minimal spot
diameter specified in the datasheet, which is equal to a distance
of 6mm. The resulting plane parameters are used to calculate
a new position of the robot arm for the high-resolution scan.
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Fig. 8. Results with and without optimal alignment, (a) non-optimal alignment, e = 6.3µm, (b) optimal alignment showing improvement of the measurement
result, e = 4.4µm.
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Fig. 9. Comparison and improvement by robot pose adjustment. (a) reference measurement, (b) optimal alignment, (c) non-optimal alignment, (d) comparison
for mean distance to sample variation (top) and misalignment due to a 5degree tilt of the sample xy-plane.

The lateral resolution is proportional to the spot diameter on
the surface. Therefore, a deterioration of the lateral resolution
is expected to occur if the sensor is positioned in non-
optimal distance. The result shows a lower distinction and
sharpness of edges, as well as a blurred appearance. The
sample structures partly also show doubled edges that are
expected to be a consequence of the larger spot diameter. By
calculating the error between the CMM-scan and the scan in
the optimal and non-optimal distance for 10 measurements
each as described in Section IV-A, the overall error is found
to be reduced by approximately 30% if the measurement
system is positioned in optimal distance from e = 6.3µm
to e = 4.4µm. Figure 9 shows the scan result for the section
of the sample with the smallest structures. Figure 9a shows the
result of the reference measurement. Figure 9b shows the result
with optimal alignment. Similar to Figure 8a it can be seen
that the CMM-scan and the scan in the optimal distance and
orientation show a sharp delineation of edges. Figure Figure 9c
shows the scan result for non-optimal alignment. The scan
in the non-ideal distance shows a blurred appearance, and
degradation of lateral resolution can be observed. Figure 9d
(top) shows a sectional view of the smallest indentations of

the reference sample with a width of 150µm for a variation
of the mean distance to the sample. The indentations at y =
15.1mm shows a depth of 66µm according to the reference
scan. The indentations are clearly visible in the scan result. The
measured indentation depth for optimal alignment is in good
agreement with the reference scan. For an increased distance a
degradation of the scan result and an increase of measurement
error can be observed with a maximum error of 41µm. In
addition, the measured distance shows a higher fluctuation
on areas of constant height. Figure 9d (bottom) shows the
measurement result for a 5 degree tilt of the sample xy-plane.
For illustration the tilt is corrected, however, without initial
repositioning the tilt leads to an apparent elongation and a
lateral error of several hundred micrometer.
In summary it is shown that the designed robotic inline mea-
surement system, together with the intelligent alignment and
measurement process enables high resolution measurements
on the single micrometer scale and an efficient operation,
with shorter measurement time and a significantly smaller
error compared to conventional operation without intelligent
alignment.
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V. CONCLUSION

A robot-based in-line measurement system has been
designed based on a dual-stage approach, integrating an
industrial robot arm to provide flexibility for the inspection
of complex shapes within a large working volume and
stepper-motor-based linear stages, to perform a high-precision
scanning motion. Compared to the state of the art, this setup
enables flexible surface inspection and 3D-imaging, with
adjustable scanning trajectories and without the limitation of
a fixed measurement area. The usage of optical inspection
systems, such as triangulation sensors, that exceed the
resolution of camera based systems by a factor of 10 and
more provide high resolution measurements. Lissajous
trajectories and a feature detection algorithm are used to
provide a robust measurement process for samples of varying
dimensions and to compensate for manufacturing tolerances.
For a measurement volume of 51mm× 51mm× 25mm
the robot-based in-line measurement system achieves an
axial resolution of 0.385µm, a lateral resolution of 50µm.
The total uncertainty for the measurement process equals
6.4µm at 2σ. The comparison to a reference scan performed
by a CMM shows a mean absolute error of 4.4µm. The
system accuracy is evaluated to 2.2µm with a combined
standard uncertainty of 1.2µm, exceeding the accuracy of
commercially available stereo vision systems by a factor
of at least 1.5 [8], [9], and the accuracy of reported
robot-based measurement systems by a factor of at least
5 [16]±[20], considering a coverage factor of 2 for the
expanded uncertainty. By following the proposed alignment
procedure, the data of a coarse Lissajous scan can be used
to utilize the maximum possible resolution of an optical
measurement system by optimally aligning the measurement
system mounted on the robot flange, within an uncertainty
mainly determined by the accuracy and repeatability of the
robot arm, leading to an improvement of the measurement
result and reduction of the measurement error. Therefore,
the feature detection and alignment procedure exceeds the
accuracy of camera-based systems by a factor of more than
100 [25], [26]. By considering the task of surface inspection
of spot welds, a typical spot weld with a diameter of 4mm
can be located within an average time of 0.75 s, within an area
of 20mm× 20mm and can be scanned with the maximum
lateral resolution of 50µm within 3.5 s. The functionality of
the system can be extended by integrating additional sensor
systems (e.g. laser-ultrasound) to provide subsurface defect
characterization of weld spots or other arbitrary point wise
sensing systems.
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