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1 Nonlinear Systems

The analysis and design methods for controlling linear systems are by far the most
advanced. This is due to the superposition principle, which significantly simplifies the
mathematical treatment of this class of dynamical systems. However, physical laws often
contain significant nonlinearities. When these can no longer be neglected, one must resort
to the methods of nonlinear control engineering.

Due to the superposition principle, local and global properties coincide in linear systems.
This is no longer the case for nonlinear dynamical systems. If one restricts oneself to local
properties in nonlinear systems, often linear methods can still be used by linearizing the
system equations. However, if one is interested in global properties, the full nonlinear
mathematical model must be examined.

A large class of nonlinear dynamical systems can be described by mathematical models
of first-order nonlinear differential equations. For these models, there is no simple tool
available for input-output description as in the case of Laplace transformation in linear
systems. Therefore, the analysis of such systems is preferably done in state space.

1.1 Linear and Nonlinear Systems

The relationship
x = Ax (1.1)

describes a linear, time-invariant, autonomous system of n-th order with lumped parame-
ters. Besides the superposition principle, the system can be characterized by additional
properties.

The equilibrium points xg of (1.1) are solutions to the linear system of equations

0= AXR . (12)

In the case where det(A) # 0, the system has exactly one equilibrium point, namely
xpr = 0; otherwise, it has infinitely many equilibrium points.

Ezercise 1.1. Provide a second-order system (1.1) with infinitely many equilibrium
points.

With the transition matrix

t2 tr
<I>(t):eAt:E+At+A2§+...+A”—'+... (1.3)
n!
the solution of the initial value problem is
x(t) = ®(t)xo . (1.4)
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1.2 Satellite Control Page 2

It is easy to see that x(¢) satisfies the inequality
are” " < ||x(t)]| < age®?! (1.5)

with real numbers aj, az, a1, a2 > 0. That is, a trajectory x(¢) of the system (1.1) cannot
converge to the equilibrium xr = 0 in finite time nor grow beyond all bounds in finite time.

These properties do not necessarily hold for a nonlinear, autonomous system of n-th
order

x =f(x) . (1.6)
The equilibrium points of this system are now solutions to the nonlinear system of equations
0 =f(xpg) . (1.7)

No general statement can be made about the solution set Xp of (1.7). Thus, Xr can
consist of exactly one element, a finite number of elements, or an infinite number of
elements.

Ezercise 1.2. Provide a first-order system (1.6) with exactly three equilibrium points.

Nonlinear systems can also converge to the equilibrium state in finite time. Consider
the equation

&= —\/x, x9 >0 . (1.8)
For the solution of the above system, we have
Vo —1)?  for 0<t<2/m
ety = | (VFOm2)T for 0SS (1.9)
0 otherwise .

The solution of a nonlinear system can also grow beyond bounds in finite time. For
example, consider the system

i=1+2%  20=0 (1.10)

with the solution given by

o(t) = tan(t), 0<t< g . (1.11)

There is no solution for ¢ > 7.

1.2 Satellite Control

Figure 1.1 shows a communication satellite. If the satellite is considered as a rigid body,
its rotational motion can be described by the relationship

Ow = —-w x (Ow) + M (1.12)
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1.2 Satellite Control Page 3

with

W= |wsy] , (1.13a)

© =012 O O3], (1.13b)

M= |M, (1.13¢)

body-fixed frame

inertial frame

Figure 1.1: Rotational motion of a satellite.

Here, w denotes the vector of angular velocities, ® the inertia matrix, and M the vector
of torques. The quantities w, ®, and M are referred to the satellite-fixed coordinate
frame (Oc, x1, w2, x3) at the center of mass O¢. If the coordinate frame (O¢, 1, 2, x3)
is aligned with the principal axes of inertia of the satellite, we have

©1 0 0
=0 ©5 0], (1.14)
0 0 O
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1.3 Ball on Beam Page 4

which simplifies the above system to

O11wy = —(@33 — @22)002003 + M, (1.15&)
Ogowy = —(@11 — @33)&)1&)3 + My (1.15b)
O33w3 = —(O22 — O11)wiws + M3 (1.15¢)

Ezercise 1.3. How many fundamentally different equilibrium states can you specify
for the satellite (1.15) when M = 07

1.3 Ball on Beam

A ball with mass mg rolls on a pivot-mounted beam (see Figure 1.2). The setup is

reference

P2
A reference

x1

Y

Figure 1.2: Beam with rolling ball.

influenced by applying a moment M at the pivot point of the beam. The geometric
relationships hold as follows:

x1 = rcos(p1) — rosin(er) (1.16a)
x9 = rsin(ypi) + 7o cos(¢1) (1.16b)

and
r= —Togbg . (117)
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1.3 Ball on Beam Page 5

Neglecting friction forces, the Lagrangian is given by

L(Qoh ©P1,T, 7’) = imK (1’%(@1, Y1, T, T) + .’E%(Wl, ®1, 7, T))

translational kinetic energy

X (1.18)
+ 3 <@B¢% + Ok (o1 + 90'2)2) —mggr2(p1,T)

rotational kinetic energy potential energy

with the mass of the ball mg, the moment of inertia of the beam ©p, the moment of
inertia of the ball O = %m k72, and the acceleration due to gravity g.

Ezercise 1.4. Show that for the moment of inertia of a homogeneous ball with radius

ro, the following holds:
2

O = - 2
K 5mK To
Using the generalized coordinates r(t) and ¢1(t), the Euler-Lagrange equations yield

the system’s equations of motion in the form

d/o A o

dt<a7-aL(801790177'77ﬂ)> - EL(%,SOMT’ 7)=0 (1.19a)
d/ 0 0
— [ —= ; ; - ’ ) = . 1.1
dt(&pl L(§017§017r7 T)) 8@1 L(QOl,QOl,'I”, T) M ( gb)

To simplify the results, it is assumed that the ball is a point mass, so rg = 0 and O = 0.
Thus, the Lagrangian simplifies to

N R T T .
L1, 1,7, 7) = §mw2 + imxr%? + 563% — mcgrsin(pr) (1.20)

and the mathematical model becomes

d2 1

ET A m(M — 2mgri$r — gmir cos(p1)) (1.21a)
d? : :
I’ = el - gsin(pn) - (1.21D)

The equilibrium positions of this system are given by

¢1,R =10 (1.22a)
Mp = gmgrg (1.22b)
rr arbitrary. (1.22¢)

Exercise 1.5. Replace the rolling ball in Figure 1.2 with a frictionless sliding cube of
mass mg and edge length [. Provide the Lagrangian function and the equations of
motion for this model.
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1.3 Ball on Beam Page 6

Ezercise 1.6. Figure 1.3 shows a crane with a pivot arm. Determine the equations of
motion using Lagrangian mechanics. Introduce the generalized coordinates as the
angles 1 and 9. The input variables are the two moments M; and M.

l -
P2 29 -
! - Y2
"\ - rod 2
i &
- Z1 M2 1)
rod 1 ; n e
\\\ |
\ 3 | \

|
\_‘/Ml
|
Figure 1.3: Crane with pivot arm.

Ezxercise 1.7. In Figure 1.4, a simple manipulator consisting of five beam elements
is depicted. It is a system with two degrees of freedom, where the quantities ¢
and g9 are introduced as generalized coordinates. This manipulator has the special
property that the system of differential equations decouples when a simple geometric
relationship is satisfied. That is, ¢; or ¢o is only influenced by My or Ms. This is
particularly convenient for controller design. Such examples are typical mechatronic
tasks, as in this case the construction is carried out in such a way that the control
task is subsequently simplified. However, knowledge of the mathematical model is
required to accomplish this. Manipulators of this type were built, among others, by
the company Hitachi under the model designation HPR10II.
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1.4 Positioning with Static Friction Page 7

AW:\
lc4
A
y A
lc3 A 1
g2, M3
L (: ZCI <
RM 1
\\
\ »
la x

lcQ

Figure 1.4: Closed kinematic chain.

1.4 Positioning with Static Friction

Figure 1.5 shows a mass m sliding on a rough surface subject to the spring force Fg = cz,
the friction force Fg, and the input force F,.

In the friction force model, a distinction is made between static and dynamic models.
In the static model, the friction force F’r is given as a function of the velocity v = %x.

As shown in Figure 1.6, the friction force generally consists of a velocity-proportional
(viscous) component r,v, a Coulomb component (dry friction) rcsign(v), and a static
friction component described by the parameter rz. It has also been experimentally
observed that the force-velocity curve when entering or leaving the static friction state
follows the shape of the dashed curve in Figure 1.6 (Stribeck effect). The velocity vg at
which the friction force Fr reaches a minimum is also referred to as the Stribeck velocity.
Very often, this behavior is described in the form

v\ 2
Fr=ryw+rcesgn(v)+ (rg —re)exp (— <'UO> ) sgn(v) (1.23)

where a reference velocity vy is used for the total friction force. Hence, the mathematical
model of Figure 1.5 written relative to the relaxed position of the spring xg reads

(1) The static friction condition is satisfied, so v = 0 and |F,, — cx| < rpq,

d
mdy =0 (1.24b)
dt '

Lecture Nonlinear Dynamical Systems and Control (SS 2026)
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1.4 Positioning with Static Friction Page 8

Figure 1.5: Spring-mass system with static friction.

(2) The adhesion condition is not fulfilled

d
a.’ﬂ = (125&)
d

maV = F,—Fr—cx (1.25b)

with the friction force Fr according to (1.23).

When implementing the mathematical model (1.24) and (1.25) in a numerical simulation
program like MATLAB/SIMULINK, it must be ensured that the structural switching between
(1.24) and (1.25) is correctly implemented. For example, SIMULINK offers dedicated blocks
to detect zero-crossings of variables and implement the switching of states using the
STATEFLOW TOOLBOX.

Combining static friction with an integral controller generally leads to undesirable
limit cycles. To demonstrate this, in the next step, a PI controller will be designed as a

Lecture Nonlinear Dynamical Systems and Control (SS 2026)
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- - - viscous friction component
-==dry friction component
------ Stribeck effect

— static model of friction

Figure 1.6: Static friction model.

position controller for the spring-mass system shown in Figure 1.5 with the input force
F,. For the design of the PI controller, it is common practice to neglect the Coulomb
friction component and the static friction component, i.e., 7z = rc = 0. This results in a
simple linear system with position x as the output and force F,, as the input, with the
corresponding transfer function

G(s) = — = % (1.26)

E, ms® +ry,s+c¢

If the parameters are chosen asc=2, m=1,rc =1, r, =3, rg = 4, and vg = 0.01, then
the PI controller R(s) = 4511 for the linear system (1.26) leads to the step response of
the closed loop shown in Figure 1.7.

1.5 1 1 T

Position z

Time ¢t

Figure 1.7: Step response of the linear system.

Implementing the PI controller on the original model (1.24) and (1.25), we obtain the
position and velocity profiles shown in Figure 1.8.

Lecture Nonlinear Dynamical Systems and Control (SS 2026)
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1.5
® Z
g 1 = 8
= g S
e 05 F K
= N g
2 o £ 3
Z R

— ]
. i i .
0 20 40 60
Time ¢ in s Time ¢ in s

Figure 1.8: Position control of a spring-mass system with static friction using a PI con-
troller.

FEzercise 1.8. Try to replicate the results of Figure 1.8 in MATLAB/SIMULINK. Consider
measures to prevent limit cycles (Dead Zone, Integrator with switchable I component,
Dithering, etc.).

Ezercise 1.9. Determine the Stribeck velocity vg for the friction model approach
(1.23) with the parameters rc = 1, 1, = 3, rg = 4, and vy = 0.01.

In addition to static friction models, various dynamic models can be found in the
literature. Many of these models are essentially based on a brush-like contact model of
two rough surfaces. In the so-called LuGre model, the friction force is calculated in the
form

Fr = 0'02’+0'1%Z+0‘2AU , (1.27)

with the relative velocity Av of the two contact surfaces. The average deflection of the
brushes z satisfies the differential equation

d |Av]
Freh Av — X 00% (1.28)
with
Av\?
X=rc+ (rg —rc)exp| — (v) . (1.29)
0

Analogous to the static friction model (see (1.23)), r¢ denotes the coefficient of Coulomb
friction, 7 denotes the static friction, and vy denotes a reference velocity. The coefficients
09, 01, and o9 allow parameterization of the friction force model using measurement data.
For a constant relative velocity Awv, the static friction force (%z = 0) is calculated as

Fr = o3Av+rosgn(Av) + (rg —re) exp(— <€:> ) sgn(Av) . (1.30)

Lecture Nonlinear Dynamical Systems and Control (SS 2026)
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1.5 Linear and Nonlinear Oscillator Page 11

It can be seen that (1.30) corresponds to the relationship in (1.23). Therefore, the
parameter oo in (1.27) corresponds to the parameter r, of the viscous friction component
in (1.23). The advantage of the dynamic friction model is that no structural switching
is required for simulation. However, in general, the entire differential equation system
becomes wvery stiff, requiring the use of special integration algorithms.

1.5 Linear and Nonlinear Oscillator

The simplest linear oscillator with an angular frequency of wy is described by a differential
equation system of the form

.fl = —Wpx2 (1.31&)
I"Q = WoT1 (1.31b)

with the output variable z;. A fundamental disadvantage of this oscillator is that
disturbances can change the amplitude (see Figure 1.9 left). It is obvious to extend the
linear oscillator in a way that the amplitude is ’stabilized’. One possibility is shown by
the following system

i1 = —wos — 21 (23 + 23 — 1) (1.32a)

T9 = wor1 — T2 (x% + 22 — 1) . (1.32b)

The influence of the nonlinear terms can be seen in Figure 1.9 (right).

Figure 1.9: Nonlinear and linear oscillator.
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1.6 Vehicle Maneuvers Page 12

Ezercise 1.10. Calculate the general solution for the nonlinear oscillator (1.32). Use
the transformed variables

x1(t) = r(t) cos(p(t)) (1.33a)
x2(t) = r(t)sin(e(t)) . (1.33b)

1.6 Vehicle Maneuvers

Figure 1.10 shows a drastically simplified model of a vehicle maneuver. The control
variables considered are the rolling speed u; and the rotational speed uo of the axle.

A

$2 ........................

: >
g
Figure 1.10: Simple vehicle model.
The corresponding mathematical model is given by

jjl - Sin(xg) 0

Zo| = | cos(zz) |u1+ |0]us . (1.34)

I3 0 1

Linearizing the model around an equilibrium point
T1,R 0
XR = ZT2.R|> ur = |})] s (135)

T3.R
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1.7 Direct Current (DC) Machines Page 13

results in
000 —sin(z3 R) 0
Ax= 10 0 O|Ax+ | cos(zgr) |Aur+ |[0]Ausy . (1.36)
0 0 0 0 1

It can be easily verified that the controllability matrix
R(A,B)= B AB A’B] (1.37)

has rank two. Therefore, every linearized model of the vehicle maneuver around an
equilibrium point is uncontrollable. However, from experience, it is known that this may
not hold for the original system (or what is your experience with parking?).

1.7 Direct Current (DC) Machines

Figure 1.11 shows the equivalent circuit diagram of a separately excited DC machine. The

Ra

o | |
7;A

La

&
AS)

uA

A
NG,
U

Figure 1.11: Equivalent circuit diagram of a separately excited DC machine.
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corresponding mathematical model can be formulated in the form

d
Li—ig=usg— Raig— kypw (1.38a)
dt ——
Uind
d .
a¢p =up — Rpip (1.38b)
d
Oc—w = kypig — Mg, (1.38¢)
dt ———
Mel

where L, is the armature inductance, R4 is the armature resistance, ip = f(¢p) is
the field current, Rp is the field circuit resistance, O¢ is the moment of inertia of the
DC machine and all rigidly flanged components, and k is the armature circuit constant.
The state variables in this case are the armature current i4, the linked field flux ¥ g,
and the angular velocity w, while the control variables are the armature voltage w4, the
field voltage ug, and the load torque Mp acts as a disturbance on the system. This
description of the separately excited DC machine already assumes that the following
model assumptions have been taken into account:

e The spatially distributed windings can be modeled as concentrated inductances in
their respective winding axes,

e the inductances in the armature and field circuits twisted by 90° against each other
already indicate a complete decoupling between the armature and field,

o the resistances in the armature and field circuits are constant,
e no iron losses are considered,

e there are no saturation effects in the armature circuit, and

o commutation is assumed to be ideal (no torque ripple).

To classify the steady-state behavior of the DC machine independently of the specific
machine parameters, a normalization of (1.38) to dimensionless quantities is carried out.
Using the reference values of the nominal angular velocity wp, the nominal linked field
flux ¥ r o, and

UA0 = Uind,0 = kYFowo , (

i _ UA,0 (
A0 RA ) .

(

(

Mo = kYroiap ,

uro = Rpipp
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(1.38) is then transformed into dimensionless form as

Lad {1 '
Ladfia)_vwa a4 Yrw (1.400)
Radt\iap uAo A0 YR Wo
Yrod (Yr | _ ur 7 (3 (1.40b)
upp dt \ Yro Urp YEo
© d ' M
Gw0<w) _Yria Mo (1.40c)
Mo dt \wo Yrotao  Meayp
where Z;—FO = % =f (%) Due to the larger air gap in the armature transverse
direction, £4 < Yr0 and magnetic saturation effects in the armature circuit can generally
Ry UR,Q

be neglected. For simplification of notation, all normalized quantities % are denoted in
the form x% = % in the following.

For constant input quantities w4, up, and My, the equations for the steady state from
(1.40) are given by

0=y —i4 — Pp@ (1.41a)
0=1iir — f(r) (1.41b)
0=pia— My . (1.41c)

Considering the normalized flux ¥z as an independent input quantity - which can always
be calculated from @ via (1.41b) in the steady state - the following relationships can be
specified for the steady state of the separately excited DC machine

1 -

Oy (1.42a)
Yr
1 1 -~

5= =g — =M, (1.42D)
(o 2

It should be noted that the flux ¥ g is limited by iron saturation in the stator circuit, which
is why 1ro can always be set in such a way that approximately in the entire operating
range the following holds

Ypp=—<1. (1.43)

FEzercise 1.11. Show that in the case of a constant excitation DC machine r = 9r
the mathematical model (1.38) is linear.

There is a distinction between armature control and field control in separately excited
DC machines. In armature control, the excitation flux is set as in the case of a constant
excitation DC machine 9r = 9r, and the control of the angular velocity w is done
through the armature circuit voltage u4.
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Ezercise 1.12. Draw the steady-state characteristics of (1.42) for Yp =1 with @4 as
a parameter (24 = —1.0, — 0.5, 0.5, 1.0) in the range —0.5 < M, < 0.5.

In contrast, in field control, the armature voltage is operated at the nominal value
ua = Fu4 0, and the speed control is done through the excitation voltage ur by weakening
the excitation flux in the range Q;F’min < tpp < 1. Setting G4 = 1 in (1.42), the steady-state
characteristics shown in Figure 1.12 are obtained. The maximum achievable angular
velocity Wmax for a constant load torque M is obtained from (1.42) with @4 = 1 through
the relationship

e —}2(1 — ?ML) -0 (1.44)
dyp (2 Yr
in the form
@F’min =2Mj, , (1.45a)
1
Omax = —— . (1.45b)
4Mj,

It can be seen from (1.45) that for a given constant load torque M, the lower limit of
the flux is given by ¥ g min = 2M7.

Yr = 0.3 W A iAA Y =0.3
\ \ 1.5

7 4 ‘Dmax 1/)~F = 04

vr =04 \ 1.0

Yr - 0:6\L 05 p =08

—0.2 0 0.2 04 Mz —M 0.2 04 Mo
L —05

Speed-torque characteristic Armature current-torque characteristic

Figure 1.12: Characteristic curves for DC machines.

The left image of Figure 1.12 shows, among other things, that reducing the flux ¥p
depending on the load torque M}, does not necessarily lead to an increase in the angular
velocity @. Therefore, in practice, a combination of armature and field control is usually
chosen - namely, in a way that the angular velocity is controlled by the armature voltage
u4 up to the nominal value of angular velocity wy and the excitation flux ¢z is maintained
at its nominal value 9 ro, and only when the armature voltage u 4 is reached, further
increase in angular velocity is achieved through field weakening.

Ezercise 1.13. Figure 1.13 shows the equivalent circuit diagram of a series-wound
machine, which is very commonly used in traction drives.Any external resistances in
the armature circuit are added to the armature resistance R4, and the adjustable
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resistance Rp is used for field weakening. Provide a mathematical model of the
series-wound machine and consider how the resistance Rp affects the steady-state
behavior.
Rp
o . | — . >
1A
ir =f(¥p)
Rp Vg Mel w, p
) /)
M
UA O¢q L
B
v RA
O | S|
Figure 1.13: Equivalent circuit diagram of a series-wound machine.

1.8 Hydraulic Actuator (Double Rod Cylinder)

Figure 1.14 shows a double rod cylinder controlled by a 3/4-way valve with zero overlap.
It should be noted that this configuration also includes the very common case of a double-
acting cylinder with a single piston rod (differential cylinder). Here, x) denotes the piston
position, Vg1 and Vj o are the volumes of the two cylinder chambers for z; = 0, A; and
Ay describe the effective piston areas, my is the sum of all moving masses, ¢; and ¢
denote the flow from the control valve to the cylinder and from the cylinder to the control
valve, respectively, g;n; is the internal leakage oil flow, and gezs,1 and geqe,2 describe the
external leakage oil flows. In general, the density of oil p,;; is a function of pressure p and
temperature T'. The temperature influence will be neglected further, and the isothermal
bulk modulus Sp will be used as a constitutive equation with

BT Poil 6}9 T = const.

The continuity equations for the two cylinder chambers are

d
gz Poit (1) (Vo + Aszk)) = poir(p1) (a1 — dint — deat,1) (1.47a)
d
q (Poit(p2) (Vo2 — A2k)) = poir(p2) (Gint — deat2 — 42) (1.47b)
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q, «— q,
‘ * xS ‘

Figure 1.14: Double rod cylinder with 3/4-way valve.

with the cylinder pressures p; and po. Since the internal and external leakage oil flows
Qints Qext,1, and ezt 2 are generally laminar, there is a linear relationship between leakage
oil flow and pressure drop. Using relation (1.46), equation (1.47) simplifies to

d By d |
= Vox + Aran) (fh Ay %k Cint(p1 — p2) Ce:vt,lPl) (1.48a)
4 —B—T(— + 4L e Coilpr—po) — C ) (1.48b)
dtp2 = (Vo,z — A21'k) q2 2dt k int\P1 — P2 ext,2P2 .

with the laminar leakage coefficients Cj,t, Cezt,1, and Cegr 2. For a 3/4-way valve with
zero overlap, the flows ¢; and ¢ are calculated as

@1 = Ky1vps — pisg(xs) — Ky 2v/p1 — prsg(—xs) (1.49a)
¢ = Ky 2vp2 — prsg(zs) — Ky 1v/ps — pasg(—xs) (1.49Db)

with the tank pressure pr, the supply pressure pg, the control spool position x,, the
function sg(xs) = x5 for s > 0 and sg(zs) = 0 for x5 < 0, and the valve coefficients
K, = CqAviN/2/poit, i© = 1,2. Here, the term A, ;zs denotes the orifice area and Cy
denotes the flow coefficient (Cy ~ 0.6 — 0.8, depending on the geometry of the control
edge, Reynolds number, flow direction, etc).
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Neglecting the dynamics of the control valve and considering the control valve position
Ts as an input to the system, a mathematical model for Figure 1.14 is obtained in the

form
d Br
S = T (qy — Ayog — Cont(p1 — p2) — Cea 1.50
T (Vox + Aran) (1 10Uk t(p1 — p2) £1P1) (1.50a)
im = ﬂ—T(—(k + Asvg, + Cine(p1 — p2) — Cet 2p2) (1.50Db)
dt (‘/0’2 — Agfbk) ’
d
axk = Vg (1.50C)
A= L (Aapr — Aops — v — cxan) (1.50d)
TR 11 2p2 — dRVk — CkTk .

with ¢; and g2 from (1.49).
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2 Dynamical Systems

A dynamical system (without input) allows the description of the change of certain points
(elements of a suitable set X') in time ¢. In control engineering, these points are given by
the state x(t) of the system. If we choose the set of states as X = R", then an autonomous
dynamical system is a mapping

Pi(x): R" xR - R" (2.1)
with
x(t) = ®1(x0) - (2.2)
From the relationship
x0 = ®o(x0) (2.3)

it follows that ®¢ must be the identity mapping I with x = I(x). From the relationships

x(t) = ®4(x0) (2.4a)
x(s+1t) = Py(x(t)) (2.4b)
x(s+1t) = Pgyi(x0) (2.4¢)

we now have
X(5+ 1) = B()(x))) = By (x0) (2.5)
P, 0P =D,y , (2.6)

where o denotes the composition of the mappings ®, and ®;. By exchanging the order in
the above considerations, we obtain

q’s+t = @5 e} i’t == @t o q)s y (27)

justifying the notation ® .

Ezxercise 2.1. Let a(x) : R® — R™ and b(x) : R" — R" be two linear mappings from
R™ to itself. Is the composition (a o b)(x) = a(b(x)) again a linear mapping? Does
aob=Dboa hold?
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In other words, are linear mappings commutative with respect to composition? The
linear mappings a and b are given by the matrices A and B with y = Ax and
y = Bx. What are the matrix representations of the above compositions?

Furthermore, it is assumed that ®;(x) is a (continuously) differentiable mapping with
respect to x.

Definition 2.1 (Dynamical System). A (autonomous) dynamical system is a C!
(continuously differentiable) mapping

Pi(x): R" xR — R", (2.8)
that satisfies the following conditions:
(1) ®¢ is the identity mapping I, and
(2) the composition ®,(P;(x)) satisfies the relations
P, =P, 0P, =P, 0D, (2.9)
for all s,t € R.
Note that from the above definition, it immediately follows
D (®4(x0)) = Do(x0) = (B! 0 ) (x0) = Xo (2.10)
The mapping ®; thus satisfies the following conditions:
(1) & =1,
(2) @iy = Ps0P, =P, 0P, and
(3) o7t =2 ..

A dynamical system according to Definition 2.1 is closely related to a system of
differential equations. From

() = Tim —(By ay(x0) — Bi(x0))

At—0 At

(1 o 1)o0
9 (2.11)

= a@t =0 o ‘I)t(Xo)
0

= 5% @)

it follows
(1) = F(x(1),  F(x() = o o). (2.12)

Thus, a dynamical system also satisfies the relationship
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4) %@t‘tm(X(t)) =f(x(t)) with x(t) = ®¢(x0). The mapping ®; is also called the
flow of the differential equation system (2.12).

A At

Ezercise 2.2. Choose the specific dynamical system x(t) = e®!xg or ®;(x) = ex.
Now interpret the properties of the transition matrix according to points (1) - (3) of
a dynamical system. What does the corresponding differential equation system look
like?

As an example, the motion of a point x¢ € R? on a unit sphere with the origin as the
center is considered (see Figure 2.1). As an approach for a (continuous) transformation
that maps points on the unit sphere back to themselves, the form

x(t) = D(t, x0)x0 = Pi(x0) (2.13)
is chosen with a (3 x 3) matrix D. Due to x} xo = x'(¢)x(¢) = 1, the conditions
D'D=DDT =1 (2.14)
must be satisfied.

FEzercise 2.3. Show the validity of (2.14).

T3

x2

g

Figure 2.1: Motion on a sphere.

For the mapping in Figure 2.1 to describe a dynamical system, the conditions
(1) D(0,x) =T and

(2) D(s+t,x) =D(s,D(t,x)x)D(t,x) = D(¢,D(s,x)x)D(s, x)
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must hold. Furthermore, it is known that a dynamical system is associated with a system
of differential equations of the form

0 0
x = —(D(¢ = —D(t 2.15
k= D)%) = ZD(x) (215)
Additionally, the relationship
W = (5Dt x0) ) D" (0x0)
ot
. 1 T
- AI}SI—EIO E(D(t + Atv XO) - D(tv XO))D (t7 XO)
using condition (2):
- Jim A (D(ALD(Ex0)x0)D(tx0) - Dltxo)D (1 xg)
- A}‘,EO At ) » X0)X0 » X0 » X0 » X0
. 1 T
= AI}SIBO E(D(At’ D(t,x¢)x0) — I)D(¢,x0)D " (¢, x0)
0
= —D(t
5 0 (5 %) o
holds. By using (2.14), it is immediately clear that W is skew-symmetric, because
0 0 0
—(DD") = ( =D |D"* D(DT> =0 2.17
5 (PD7) <m > P\ o (2.17)
or
0 0
D DT—=4)DT>. 2.18
(&) =05 218
A skew-symmetric matrix W generally has the form
0 —ws3(x)  wa(x)
W(x) = | w3(x) 0 —wi(x) (2.19)
—wo(x)  wi(x) 0
and thus the differential equation (2.15) can be written as follows
x=Wx =w(x) X x (2.20)

with w(x) = [w1(x), wa(x), wz(x)]. This means that when a dynamical system describes
the motion of a point on a sphere, the differential notation yields the cross product.

2.1 Differential Equations

By a dynamical system according to Definition 2.1, a system of differential equations is
defined. The investigation of when a differential equation of the form

x = f(x) (2.21)

describes a dynamical system in the above sense will be examined subsequently. However,
in a first step, some basic concepts will be explained.
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Definition 2.2 (Linear Vector Space). A non-empty set X is called a linear vector
space over a (scalar) field K with the binary operations + : X x X — X (addition)
and - : K x X — X (scalar multiplication), if the following vector space axioms are
satisfied:

(1) The set X with the operation + forms a commutative group, i.e., for x, y, z € X,
the following holds:

(1) x+y=y+x Commutativity (2.22)
(2) x+(y+2z2)=(x+y) +z Associativity (2.23)
3) 0+x=x Identity element (2.24)
(4) x+(—x)=0 Inverse element (2.25)

(2) The multiplication - by a scalar a, b € K satisfies the laws:

(1) a(x+y)=ax+ay Distributivity (2.26)
(2) (a+b)x=ax+bx Distrivutivity (2.27)
(3) (ab)x = a(bx) Compativility (2.28)
(4) Ix=x, 0x=0 (2.29)

Definition 2.3 (Linear Subspace). If X' is a linear vector space over the field K,
then a subset S of X is a linear subspace if x, y € S = ax + by € S for all scalars a,
be K.

An expression of the form

n
Zajxj =a1X] + asXg + ... +apx, (2.30)
j=1
with X 3 x;, 7 =1,...,nand scalars K > a;, j = 1,...,nis called a linear combination of
the vectors x1, X, ...,X, € X. If there exist scalars a;, j = 1,...,n, not all identically zero,
n
such that the linear combination ) a;jx; = 0 holds, then the vectors x1,x2,...,x, € X
j=1
are linearly dependent. If apart from the trivial solution a; =0, j = 1,...,n, no scalars
exist that satisfy this condition, then the vectors xi1,Xs,...,x, € X are called linearly

independent. For the set of all linear combinations of vectors in a non-empty subset M of
X, we denote span(M). The subspace spanned by M (also known as linear hull) is the
smallest subspace according to Definition 2.3 that contains M, i.e., all its elements can
be represented as linear combinations of elements from M.

If a linear vector space X is spanned by a finite number n of linearly independent
vectors, then X has dimension n and is called finite-dimensional. If no finite number
exists, X is infinite-dimensional.
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2.1.1 The Concept of Norms

Examples of linear vector spaces include vectors in R™, n x m-dimensional real-valued
matrices, or complex numbers, each with the scalar field R.

Definition 2.4 (Normed Linear Vector Space). A normed linear vector space is a
vector space X over a scalar field K with a real-valued function |x|| : X — R4 that
assigns to each x € X a real number ||x||, called the norm of x, and satisfies the
following norm axioms:

(D]|x|]| >0 forallxe X Non-negativity
@lxl| =0 x =0

Glx+yl <=+ (¥l Triangle Inequality
(4)||ax|| = |a|||x|| for all x € X and all o € K

FEzercise 2.4. Show that from the norm axioms it follows that ||x —y| > ||x|| — |ly]|-

Next, we consider some classical normed vector spaces, distinguishing between finite
and infinite-dimensional vector spaces. The p-norm, 1 < p < oo, of a finite-dimensinal
vector x© = [x1,...,2,] is defined as

n 1/p
x|, = (leil”) (2.35)
=1

and for p = co we have
%]l = mlax|1‘i| . (2.36)
In addition to the co-norm ("infinity norm") according to (2.36), the most commonly used

norms on R™ are the 1-norm ("one norm")

n

I/l = |l (2.37)

i=1

and the 2-norm ("square norm" or "Euclidean norm")

n 1/2
x|, = (Z x?) : (2.38)
=1

The following inequalities hold:

Theorem 2.1 (Holder’s Inequality). If the relationship

1 1
-+-=1 (2.39)
p q
holds for positive numbers 1 < p < oo and 1 < q < oo, then for xT = [z1,...,2,] and
y' = [y1,...,ynl, the inequality
n
> lziyil < =, Myl - (2.40)

1=1
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follows.

Theorem 2.2 (Minkowski’s Inequality). For x, y € R", 1 < p < oo, we have
Ix+yl, < =, + ¥l - (2.41)

The equality in (2.41) holds if and only if ax = by for positive constants a and b.

Note that Minkowski’s inequality corresponds to the triangle inequality (3) for norms
in Definition 2.4.
In a finite-dimensional normed vector space, all norms are equivalent. This means that if

| Il and || [|5 denote two different norms, there always exist two constants 0 < c1,cp < 00
such that

all llo <1 llg < el lla (2.42)

holds.

Ezercise 2.5. Prove the statement that in a finite-dimensional vector space, all p-norms
are equivalent.

Ezercise 2.6. Show that the equivalence of norms (|| ||, ~ [/ |l5) is an equivalence
relation.

Remark: You need to prove the properties of reflexivity (|| ||, ~ | Il.),
symmetry (|| llo ~ | llg = Il llg ~ || lla); and transitivity (|| lo ~ [l |5 and
g ~ 1My = 1l ~ W I1)-

Ezercise 2.7. Draw in the (x1,z2)-plane the sets M; = {x € R?|||x|; <1}, My =
{x € R?|||x[|y<1}, and Mo ={x € R?|||x||,,<1}. Verify the inequality

Il < 13/l < V21l (2.43)

using the image and find suitable positive constants ¢; and cg for the inequality

callxlly < Nl < callxlly - (2.44)

The equivalence of norms does not hold for infinite-dimensional normed vector spaces.
In the infinite-dimensional vector space Lylto,t1], 1 < p < oo, all real-valued functions
z(t) in the interval [to, ¢1] are considered, satisfying

t1 1/p
lell, = (/ ]:):(t)|pdt> <o, (2.45)
to

It is important to note that in the vector space L,[tp,t1], functions that are almost
everywhere equal, meaning they differ only on a countable set of points, are considered
identical. This is the reason why the norm ||z[|, in (2.45) satisfies condition (2) of
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Definition 2.4. The vector space L lto,t1] describes all real-valued functions z(t) that
are essentially bounded on the interval [tg,t1], i.e., bounded except on a countable set of
points. The corresponding norm is then ||z||, = esssup; <;<;, |z(t)|. Holder’s inequality
for the L, spaces is as follows (see Theorem 2.1):

Theorem 2.3 (Hoélder’s Inequality for L, Spaces). For z(t) € Lylto, t1] and y(t) €
Lylto,t1] with p > 1,

1 + 1 =1 (2.46)
p q
holds
t1
/t lz(@®)y @) dt < |z, llyll, - (2.47)
0

The Minkowski Inequality for L, Spaces corresponds to the triangle inequality (3)
according to the norm definition 2.4 and is therefore not repeated here.

The common norms here are the Ly, Lo, and the L., norms and are briefly summarized
below.

t1

lall, = / (b)) dt (2.450)
0
t1

lzlly =/ [ 220yt (2.45b)
to

|2]loo =ess sup [z(?)] . (2.48¢)
to<t<t1

It is easy to see that for the function

1/t fort>1
oy = Ut fortz (2.49)
0 fort<1

the L1, Lo, and L, norms can be calculated as follows

=]}y = o0, (2.50a)
lzll, =1, (2.50D)
[E3 (2.50¢)

and thus the existence of one norm does not imply the existence of other norms.

FEzercise 2.8. Calculate the L, Lo, and Lo, norms for the time functions z(t) = sin(t),
z(t) =1 —exp(—t), and x(t) = 1//t for 0 <t < oo.

Regarding the equivalence of norms, the following definition of topologically equivalent
normed vector spaces should be mentioned:
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Definition 2.5. Let (&, || ||) and (y, I ”y) be two normed linear vector spaces.
Now, X and Y are called topologically isomorphic if there exists a bijective linear
mapping T : X — Y and positive real constants c¢; and ¢y such that

cllx[ly < Tx|y < callx|x (2.51)
for all x € X. The norms || |5 and || ||;, are then also called equivalent.

Finally, it should be noted that norms of finite and infinite-dimensional vector spaces
can also be combined. For example, consider the vector space C"[ty, 1], the set of all
vector-valued continuous time functions mapping the interval [to, 1] to R™. If a norm of
the form

sup [|x(t)[5
tE[to,tl]

n 1/2 (2.52)
- ()

tE[to,tl] i=1

1)l

is defined, then || ||, provides a norm on R" with an n-dimensional vector as the argument,
while || || denotes the norm on C"[tg, ;] with a vector-valued time function as the
argument.

Ezercise 2.9. Prove that ||x(t)||~ from (2.50) is a norm.

2.1.2 Induced Matrix Norm

A real-valued (m x n) matrix A describes a linear mapping from R™ to R™. Assuming
|x]|, denotes a valid norm, one defines the so-called induced p-norm as follows:

1A] = sup 2%lp (2.53)
xzo (1%,

It is immediately clear that the following inequality holds for x # O:

|Ax]|, = HAXHPHXHP < sup ”AXHPHXHP = [l All; ,lIxll,,- (2.54)
Il x20 [, ’
For p =1, 2, 0o, we have:
m n
||A||z',1 = mjaXZ\aijl ) ||AH12 = {\/Amax(ATA) und ||A||zoo = mZaXZ‘aiﬂ )
i=1 j=1
maximum absolute column sum maximum absolute row sum
(2.55)
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where Amax(ATA) denotes the largest eigenvalue of ATA (largest singular value of A).
For example, if we consider the matrix:

A= (2.56)

Ne R

2
6
7

o ot W

the induced norms can be calculated as (in MATLAB using the commands norm(A,1),
norm(A), and norm(A inf):

IA],, =16, (2.57a)
1A, , = 16.708 , (2.57b)
A =24 . (2.57c)

Ezercise 2.10. Prove that for A € R™*" and B € R™* with the induced matrix
norm || |, ,, the following holds:

IABI[;,, < [|Afl; ,[BIl;, - (2.58)

Ezercise 2.11. Show that for A € R™*™, the following inequalities hold:

1Al < (/lIAlG,

1
EHA”’LOO < [[Afl;2 = Vm[Al; o (2.59)

i1 < Al < VnllAll;,

1
—|A
Al
Using the so-called Rayleigh quotient, a convenient estimate of quadratic forms can be

given. The Rayleigh quotient of a real-valued (complex-valued) (n x n) matrix A with
any nontrivial vector x is defined as:

T
A
Rx] = x Ax

Tx (2.60)
It is important to note that in the complex case, x ! refers to the transposed, complex
conjugate. We want to find the vector x for which the Rayleigh quotient attains extreme
values, i.e.,

T X XT X
< 0 R[x]) _ A A 2 (Ax— Rx]x) = 0. (2.61)

ax T XX )t 1R

Since the Rayleigh quotient is real, the extremal value problem reduces to solving an
eigenvalue problem of the form:

(A-—RxI)x=0 (2.62)

with the identity matrix I.
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Therefore, the eigenvectors of A are solutions to the extremal value problem of the
Rayleigh quotient (2.61), and with x as an eigenvector of A, the Rayleigh quotient R[x]
corresponds to the associated eigenvalue A due to:

T A A T
Rix] =2 2% XX _ 5 (2.63)

xTx xTx

This allows us to provide the following useful estimation for all x € R"™:

Amin (A)|[x]15 < xTAX < Amax (A) |3 (2.64)

Exercise 2.12. Show that every square matrix A can be decomposed into a symmetric
part Ag and a skew-symmetric part Ags. Furthermore, show that in the quadratic
form xT Ax, the skew-symmetric part of the matrix A cancels out.

Exercise 2.13. Use the Rayleigh quotient to show that a symmetric matrix A € R"*"
has exclusively real eigenvalues and a positive definite matrix A € R™*" has exclusively
positive real eigenvalues.

2.1.3 Banach Space

In the following, we will consider convergence in normed vector spaces.

Definition 2.6 (Convergence). A sequence of points (xj) in a normed linear vector
space (X,| ) with x; € X is called convergent to a limit x € X (in compact
notation xj — x) if

lim ||x; — x| =0 (2.65)
k—o0
holds. Furthermore, for a continuous function f(x), it holds that if x; — x, then
f(xp) — f(x).

The above definition allows to investigate whether a given sequence converges to a
given limit or not. However, this requires knowledge of the limit, which is generally not
available. Therefore, one often resorts to the concept of a Cauchy sequence.

Definition 2.7 (Cauchy Sequence). A sequence (xj) with x; € X is called a Cauchy

sequence if

lim ||x, —xp| =0 (2.66)

7,1 —+00

holds.

The relationship between convergent sequences and Cauchy sequences is characterized
by the following theorem.
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Theorem 2.4 (Cauchy Sequence). FEvery convergent sequence is a Cauchy sequence.
However, the converse does not generally hold in normed vector spaces.

To illustrate this theorem, consider X = C'[0, 1], i.e., the sequence of continuous functions
{zk(t)}, k =2,3,... in the interval 0 < ¢ < 1, of the form

0 for 0<t< % - %
ap(t)=qkt—5+1  for $-1<t<] (2.67)
1 for % <t<l1
Choosing the Ly norm for {z(¢)} C C[0,1],
1 1/2
lall, = | [a*@at) . (2.65)
0
immediately leads to
3w m 2 3 m n\?
||xm—:nn||§:/ n(mt——l—l) dt + <mt——nt—|—) dt
11 2 1_1 2 2
2 m 2 n (2.69)
B (m — n)2
© 3n2m
for n > m, and
lim ||z, — 2,]5=0 . (2.70)

n,Mm—00

Thus, it can be seen that the sequence (2.67) is a Cauchy sequence for the Ly norm.
However, for the limit function, we have

lim xi(t) = z(t) =

0 for 0<t<?i
{ o D (2.71)
k—oo

This shows that the limit function z(¢) is not continuous and therefore not an element of

10, 1].
Ezxercise 2.14. Draw a plot of the sequence (2.67).

Since it is generally of interest that the limit of Cauchy sequences in a normed linear
vector space also lies in this vector space, the concept of a Banach space is introduced.

Definition 2.8 (Banach space). A normed linear vector space (X, || ||) is called
complete if every Cauchy sequence converges to an element x € X. A complete,
normed vector space is also called a Banach space.
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Theorem 2.5 (Cauchy convergence criterion). In a complete, normed vector space, a
sequence converges if and only if it is a Cauchy sequence.

The normed linear vector spaces (R", || [[,), (R", || [|), Lplto, t1], and Le[to, 1] are
examples of Banach spaces. Furthermore, it can be shown that C[0, 1] with the norm
| |l is also a Banach space.

For the following, some important definitions are needed:

Definition 2.9 (Closed subset). A subset S C X' is called closed if for every convergent
sequence (x) with x; € S, the limit also lies in S. If S is not closed, one can add to
S the set of all possible limits of convergent sequences in S, and this set is called the
closure of S denoted by S. Thus, S is the smallest closed subset containing S.

Definition 2.10 (Bounded subset). A subset S C X is bounded if

sup||x||, < oo . (2.72)
x€eS

Definition 2.11 (Compact subset). A subset S C X is called compact or relatively

compact if every sequence in S or S contains a convergent subsequence with the limit
in S orS.

The following theorems hold for subspaces of a Banach space:

Theorem 2.6. In a Banach space, a subset is complete if and only if it is closed.

Theorem 2.7. In a normed linear vector space, every finite-dimensional subspace is
complete.

Next, consider an equation of the form x = 7'(x). A solution x* of this equation is
called a fized point of the mapping T', since x* is invariant under T'. A classical approach
to finding the fixed point is the so-called successive approximation using the recurrence
equation xj11 = T(xg) with the initial value xo. The contraction mapping theorem
provides sufficient conditions for the existence of a unique fixed point for the mapping T’
in a Banach space and for the convergence of the successive approximation sequence to
this fixed point.

Theorem 2.8 (Contraction Theorem). Let S be a non-empty closed subset of a
Banach space X with the mapping T : S — S. If for all x, y € S the inequality

IT(x) =Tl <plx—yll, 0<p<1, (2.73)
holds, then the equation

x = T(x) (2.74)
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has exactly one fixed point solution x = x*, and the sequence xj+1 = T (X)) converges
for every initial value xg € S to x*. In this case, T is called a contraction.

The following exercise demonstrates a simple application of the Contraction Theorem.

Exercise 2.15. Consider a linear system of equations of the form
Ax =D (2.75)

with a real-valued (n x n) matrix A. Suppose

@l > Y Jai - (2.76)
J#

Show that the equation system Ax = b has a unique solution, which can be computed
using the recurrence equation

ka-'rl = (D - A)Xk + b ’ k Z 0 i D = dia‘g(all)a227 s aann) (277)

for every xg € R™.

2.1.4 Hilbert Space

A so-called pre-Hilbert space is a linear vector space X equipped with an inner product.

Definition 2.12 (Pre-Hilbert Space). Let X' be a linear vector space over the scalar
field K. A mapping (x,y): X x X — K, which assigns to each pair of elements x,
y € X a scalar, is called an inner product if it satisfies the following conditions:

x+Yy,z) = (x,z) + (y,z) (Sesquilinear form)
(2.78)
4)(x,x) >0 und (x,x)=0<x=0
where (y,x)* denotes the complex conjugate of (y,x) and a € K.
Examples of vector spaces with an inner product include vectors in R™ with
(x,y) =y'x (2.79)

or the vector space of continuous time functions on the interval —1 <t < 1 with the inner
product

(@,y) = / () dr (2.80)

-1

As the examples show, the inner product also defines the specific norm

[x[ly = 1/{(x,%) . (2.81)

To generalize this property, the following theorem is needed.
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Theorem 2.9 (Cauchy-Schwarz Inequality). For all x, y, elements of a linear vector
space X with scalar field K and an inner product, the following inequality holds:

166y < [Ixllallylly - (2.82)

The equality in (2.82) is satisfied if and only if x = Ay ory = 0.

Proof. To prove this, consider the inequality valid for all a € K:

0<(x—ay,x—ay)
= (x,x) — (ay,x) = (x,ay)  +la(y,y) (2.83)
——

*

=(ay,x)"=a*(y,x)

with y # 0. Choosing

(x,y)
a= , 2.84
(v, ) (2.84)
it follows
I, )17
0 < (x, 2.85
%) (v.¥) (2.85)
or
[(x, 3| <\ (&x)(y,y) =[xyl - (2.86)
For y = 0, nothing needs to be shown. O

Theorem 2.10 (Associated Norm in Pre-Hilbert Spaces). In a pre-Hilbert space X,
the inner product induces a function ||x|, = \/(x,x) that is a norm according to the
definition in 2.4.

In a pre-Hilbert space, there are other useful properties:

Theorem 2.11. In a pre-Hilbert space X, if (x,y) =0 for allx € X, then y = 0.

FExercise 2.16. Prove Theorem 2.11.

Theorem 2.12 (Parallelogram Equation). In a pre-Hilbert space X, the following
equation holds:

2 2 2 2
||X‘|‘Y||2+ ||X—Y||2 :2||X||2+2||Y||2 c (2.87)

FExercise 2.17. Prove Theorem 2.12.
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Definition 2.13 (Hilbert Space). A complete pre-Hilbert space is called a Hilbert
space.

Therefore, a Hilbert space is a Banach space equipped with an inner product that,
according to Theorem 2.10, induces a norm. The spaces (R, | ||5)) and La[to,?1] are
Hilbert spaces with inner products

(x,y) = yTx (2.88)

= [z1,...,z,] and yl = [Y1,.-.,Yn], and

(T, Y) Lofto,n] = /t 51 x(t)y*(t) dt (2.89)

for x©

for x, y € Lalto, t1]. It is important to note that in this case, the Cauchy-Schwarz inequality
(2.82) corresponds to Holder’s inequality (2.40) or (2.47) for p = ¢ = 2.
2.1.5 Existence and Uniqueness

The solution of a differential equation does not have to be unique. To see this, consider
the differential equation

i=a'3 29=0. (2.90)
It is easy to verify that

z(t) =0, (2.91a)
3/2
2(t) = (?) (2.91D)

are solutions of (2.90). Although the right-hand side of the differential equation is
continuous, the solution is not unique. In fact, continuity guarantees the existence
of a solution, but further conditions are needed for uniqueness. In the following, the
time-varying system

x=1f(t,x), =x(to) =xo (2.92)
is examined, as this also covers the non-autonomous case.

Theorem 2.13 (Local Existence and Uniqueness). Let f(¢,x) be piecewise continuous
in t and satisfy the estimate (Lipschitz condition)

[£(t,x) —£(t, y)| < Llx -yl , 0<L<oo (2.93)

forallx,y e B={xe€R"||x—x¢| <r} and all t € [ty,to + 7|. Then there exists
a d >0 such that

x =f(t,x) , x(to) =xo (2.94)

has exactly one solution fort € [to,to + d]. In this case, the function f(t,x) is said to
be locally Lipschitz on B C R™. If condition (2.93) holds in the entire R™, then the
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function f(t,x) is called globally Lipschitz.

Proof. The proof of this theorem is based on the contraction theorem according to
Theorem 2.8. In a first step, the Banach space X = C"[ty, to + ] of all vector-valued
continuous time functions in the time interval [t,tg + 0] is defined with the norm
%)l = SuPsety to+0) 1X(2)[|. For further explanation, see also (2.52). Furthermore,
the differential equation (2.94) is transformed into an equivalent integral equation of
the form

(Px)(t) = xo + / £(7, x(r)) dr (2.95)

Within the proof, it is then shown that the mapping P on the closed subset § C X
with & = {x € C"[tg,to + 0] | [|x — %o/ < 7} is a contraction and that P maps the
subset S to itself. To do this, one calculates

t

(Px1)(t) — (Pxo)(t) = / £(7, x1 (7)) dr — / £(7, xo(7)) dr (2.96)

to
for x;(t), x2(t) € S.
It now holds that
t

1(Px1)(t) = (Px2)(t)llc = /(f(T, x1(7)) = £(7,x2(7))) dr

to C
t
< f(r,x1(1)) — f(7,%2(7 dr
< [ xi(m) — £rxa) e 2om
to
t
< [ L) - %) dr
to
< Lo[lx1(t) = x2(t)]l o
and by choosing
§<p/L, p<1, (2.98)

and with (2.98), Theorem 2.8 shows that P is a contraction on S. In the next step,
it must be proven that the mapping P maps the subset S C X to itself. Since f is
piecewise continuous, it follows that f(¢,x¢) is bounded on the interval [tg, to + ¢],
hence

h= £(t, . 2.99
tem@]!l( Xo)|| (2.99)
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This results in

t
1(Px)(t) = %ol < /Hf(TaX(T))HC dr

< /||f(7-,x(7')) — £(7,%0) + (7, %0) | d7

to
t (2.100)
< [ x() = £ %)l + E(T,x0) ) dr
to
t
< [(Wix(r) = xollc+h) dr
to
< d(Lr+h).
Choosing
g< (2.101)
~Lr+h’ ’

ensures that S is mapped onto itself under P. Combining (2.98) and (2.101) and
choosing d to be less than or equal to the considered time interval 7 from Theorem
2.13,

. (p T
0= - 1 2.102
min( £, ") L o<1, (2:102)

the existence and uniqueness of the solution in S for ¢ € [tg, to+9] is thus demonstrated.

O

Since the mapping P from (2.95) is a contraction, it follows from Theorem 2.8 that the
sequence Xi+1 = Pxj with x¢9 = x(ty) converges to the unique solution of the integral
equation (2.95) or the equivalent differential equation (2.94). This method is also known
as the Picard iteration method.

Ezxercise 2.18. Show that for linear, time-invariant systems of the form
x=Ax, x(ty) =x0, (2.103)

the Picard iteration method precisely iteratively calculates the transition matrix
B(t) = Al
Ezercise 2.19. Calculate, using the Picard iteration method, the transition matrix of

a linear, time-varying system of the form

x=A(t)x, x(to) =xp . (2.104)
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Remark: The transition matrix of (2.104) is calculated from the Peano-Baker series
as

®(t) :I+/A(T)d7'+/A(T)/A(7-1)d7-1 dr+ ... (2.105)
0

For a scalar function f(z) : R — R that does not explicitly depend on time ¢, the
Lipschitz condition (2.93) can be written very simply as

ly — |
The condition (2.106) allows a very simple graphical interpretation, namely the function
f(z) must not have a slope greater than L. Therefore, functions f(z) that have an infinite
slope at a point (like the function z'/3 from (2.90) at the point = = 0) are certainly
not locally Lipschitz. This also implies that discontinuous functions f(z) do not satisfy
the Lipschitz condition (2.93) at the point of discontinuity. This connection between

the Lipschitz condition and the boundedness of ‘8% f (x)‘ is generalized in the following
theorem without proof:

Theorem 2.14 (Lipschitz condition and continuity). If the functions f(t,x) from
(2.92) and [0f /0x|(t,x) are continuous on the set [to,to + é] x B with B C R", then
f(t,x) locally satisfies the Lipschitz condition of (2.93).

To verify the global existence and uniqueness of a differential equation of type (2.92),
the following theorem is provided:

Theorem 2.15 (Global Existence and Uniqueness). Assume that the function f(t,x)
from (2.92) is piecewise continuous in t and globally Lipschitz for all t € [ty,to + 7]
according to Theorem 2.13. Then the differential equation (2.92) has a unique solution
in the time interval t € [to,to+7|. If the function £(t,x) from (2.92) and [0f /0x](t,x)
are continuous on the set [to,to + 7| x R™, then £(t,x) is globally Lipschitz if and only
if [0f /0x](t,x) on [tg,to + 7] X R™ is uniformly bounded.

To explain, [0f/0x](t,x) is uniformly bounded if, independently of ¢ty > 0, for every
positive, finite constant a, there exists a 5(a) > 0 independent of y such that

H (to, x(t0)) < B(a) (2.107)

<a:>H8 (t,x(8))

[ 7
with || ||, denoting the induced norm according to (2.53) for all ¢ € [tg,to + 7| and all
x € R"™.

The proofs of the last two theorems can be found in the literature cited at the end of
this chapter. As an example, consider the system

Tl _ |71+ 2 (2.108)

.i‘g T9 — 1T . .
N—— N—————

% f(x)
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From Theorem 2.14, it can be immediately concluded that f(x) from (2.108) is locally
Lipschitz on R2. However, the application of Theorem 2.15 shows that f(x) is not globally
Lipschitz, since df /0x on R? is not uniformly bounded.

In summary, it can be stated that the mathematical models of most physical systems in
the form of (2.92) are locally Lipschitz, as this essentially corresponds to a requirement of
continuous differentiability of the right-hand side, as stated in Theorem 2.14. In contrast,
the global Lipschitz condition is very restrictive and is satisfied by only a few physical
systems, as was already hinted at by the requirement for the uniform boundedness of

[0f /0x](t,x).

Ezercise 2.20. Check for the following functions

(1) f(z) =2+ |z| (2.109)
(2) f(x) = sin(x)sgn(zx) (2.110)
(3) f(x) = tan(x) (2.111)
and
flx) = 9% + tanh(bxy) — tanh(bxg)] (2.112)
azy + tanh(bzy) + tanh(bxs) '
and
B —1 + al|z2||
f(x) = —(a + b)wy + bxt — xlxj (2.113)

whether they are (a) continuous, (b) continuously differentiable, (c) locally Lipschitz,
and (d) globally Lipschitz.

Ezxercise 2.21. Show that the system

2x
T 1+x2§

2x
—T2+ 1+;%

s X(to) = Xy (2.114)

has a unique solution for all ¢ > tg.

2.1.6 Influence of Parameters

Often one wants to investigate the influence of parameters on the solution of a differential
equation of the form

x =f(t,x,p), x(to) =xo (2.115)

with the parameter vector p € R?. Let py denote the nominal value of the parameter
vector p.
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Theorem 2.16 (Influence of Parameters). Assume that £(t,x,p) is continuous in
(t,x,p) and locally Lipschitz in x (Lipschitz condition (2.93)) on [to,to + 7] x D x {p|
Ilp — pol| < r} with D C R™. Furthermore, let y(t,po) be a solution of the differential
equation y = f(t,y, po) with the initial value y(to, po) = yo € D, where the solution
y(t,po) remains in D for all times t € [ty,to + 7]. Then, for a given € > 0, there
exist 01, 6o > 0 such that for

lzo —yoll <01 wund |p—pol <d (2.116)

the differential equation z = £(t,z, p) with the initial value z(ty, p) = zo has a unique
solution z(t,p) for all times t € [to,to + 7| and z(t,p) satisfies the condition

12(t,p) = y(t, po)ll <& (2.117)

For the proof of this theorem, we refer to the literature cited at the end of this chapter.
In essence, this theorem states that for all parameters p sufficiently close to the nominal
value po (||p — pol| < d2), the differential equation (2.115) has a unique solution that is
very close to the nominal solution of the differential equation x = f(¢,x, po), x(t9) = Xo.

Assuming that f(¢,x, p) satisfies the conditions of Theorem 2.16 and has continuous
first partial derivatives with respect to x and p for all (t,x,p) € [to,tp + 7] x R™ x R%
The differential equation (2.115) can now be rewritten into an equivalent integral equation
of the form

t
x(t,p) =x0+ | f(s,x(s,p),p)ds (2.118)
to

Due to the continuous differentiability of f(¢,x, p) with respect to x and p, we have

d

d to d 0
—x(t = — —f — —f .o (211
dpX(0P) = qoxot [ SR x(s,p). ) fx(sp) (s x(s,p) p)ds (2119
=0

Differentiating (2.119) with respect to ¢, we obtain

S xp(t,0) = A P)xp(t ) + B(tD) . xplinp) = 0 (2.120)
and
xp(t,p) = dci)X(t,p) : (2.121a)
A(t,p) = (%f(t,x, p) xtin (2.121D)
B(t,p) = aapf(t,x, 1)) . (2.121c)

For parameters p sufficiently close to the nominal value pg, the matrices A(¢,p) and
B(t,p), and thus xp (¢, p), are well-defined on the time interval [tg,ty 4+ 7]. Substituting
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P = po into xp(t, p) yields the so-called sensitivity function

d
S(t) = xp(t, po) = T -x(t,P) (2.122)
P P=Po
which is the solution of the differential equation (compare with (2.120))
x = f(t,x,po) , (2.123a)
x(to) = %o , (2.123b)
§ = {af(t X p)} S+ {8f(t X p)] (2.123¢)
ox P=Po 8p o P=Po 7 .
S(to) =0 . (2.123d)

The matrix differential equation for S(¢) is also referred to as the sensitivity equation. The
sensitivity function can be interpreted as providing a first-order approximation for the
effect of parameter variations on the solution. This allows for approximating the solution
x(t,p) of (2.115) for small changes in the parameter vector p from the nominal value pg
in the form

X(t) p) ~ X(ta pO) + S(t)(p - pO) (2124)

This approximation is, among other things, the basis for singular perturbation theory.
While one could imagine determining the effect of parameter variations by simply varying
the parameters in the differential equations, this approach has the disadvantage that small
parameter variations often get lost in the round-off errors of the integration, thus not
allowing for quantitative statements about the influence of parameters on the solution.

Ezxercise 2.22. The following differential equation system (Phase-Locked-Loop) is
given

.i'l = X9 (2.125)
&g = —csin(z1) — (a + beos(xy))z2 (2.126)
with state x* = [z1, 29] and parameter vector pT = [a, b, ¢]. The nominal values of
the parameter vector p are pg = [1,0,1]. The sensitivity function S(¢) according
to (2.122) is sought. Compare the solutions for the nominal parameter vector pg

and for the parameter vector p* = [1.2,—0.2,0.8] for x§ = [1,1] by simulation in
MATLAB/SIMULINK.

FExercise 2.23. Calculate the sensitivity equation for the Van der Pol oscillator
i?—s(l—v2>1')—|—v:0 (2.127)

with state x* = [v, 0] and parameter p = e. Compare the solutions for various small
deviations from the nominal value ¢y = 0.01 by simulation in MATLAB/SIMULINK.

Lecture Nonlinear Dynamical Systems and Control (SS 2026)
©A. Deutschmann-Olek and A. Kugi, Automation and Control Institute, TU Wien



2.2 References Page 43

2.2 References

[2.1] M. Hirsch and S. Smale, Differential Equations, Dynamical Systems and Linear
Algebra. San Diego: Academic Press, 1974.

[2.2] H. K. Khalil, Nonlinear Systems (3rd Edition). New Jersey: Prentice Hall, 2002.

[2.3] D. Luenberger, Optimization by Vector Space Methods. New York: John Wiley &
Sons, 1969.

[2.4] D. Luenberger, Introduction to Dynamic Systems. New York: John Wiley & Sons,
1979.

[2.5] E. Slotine and W. Li, Applied Nonlinear Control. New Jersey: Prentice Hall, 1991.
M. Vidyasagar, Nonlinear Systems Analysis. New Jersey: Prentice Hall, 1993.

Lecture Nonlinear Dynamical Systems and Control (SS 2026)
©A. Deutschmann-Olek and A. Kugi, Automation and Control Institute, TU Wien



3 Fundamentals of Lyapunov Theory

This chapter covers the theoretical foundations for investigating the stability of an
equilibrium point for autonomous and non-autonomous nonlinear systems.

3.1 Autonomous Systems

In this section, we consider an autonomous system
x = f(x) (3.1)

with the smooth vector field f(x). Denoting the flow of (3.1) by ®;(x), an equilibrium
point xp satisfies the relation

f(xg) =0 or ®,(xp) = xR . (3.2)

Without loss of generality, we can assume that the equilibrium point is xp = 0. If xp # 0,
then by a simple coordinate transformation X = x — xp, one can always achieve that in
the new coordinates Xz = 0. The concept of a vector field will now be briefly explained.

3.1.1 Vector Fields

An important concept in the study of (autonomous) systems of the form (3.1) is that
of a vector field, where so-called smooth vector fields are of particular significance. The
following definition applies:

Definition 3.1 (Smooth Function). A function f: R"™ — R is called smooth or C*°
if f and all partial derivatives of any order [

6l

[T, Ohiz; ;

are continuous.

This definition can now be easily extended to a mapping f : R™ — R" by requiring that
all components f;, i =1,...,n of f are smooth.

Definition 3.2 (Vector Field). A (smooth) vector field is a prescription that assigns

to each point x € R” the pair (x,f(x)) € R™ x R" through a (smooth) mapping

f:R" — R".

Note that a vector field is not a mapping of the form R™ — R™. A vector field assigns
a linear vector space R™ to each point x in R", where the specific coordinate system is
the image set of the mapping f(x). Often, the explicit indication of the first argument in
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(x,f(x)) is suppressed and simply written as f(x). However, if we have two vector fields
fi : R™ — R™and f5 : R — R", then they can only be added f(x1) + fa(x2) if x; = %2,
as otherwise f; and fs would lie in different vector spaces.

As an example, consider the electrostatic field of two fixed point charges ¢; and ¢» in
three-dimensional space. If ¢ is located at position qul = (2,1, Tq, 2, Tqy 3], then to each
point xT = [z1, 29, 23] the field strength E;(x) is assigned in the form

q1 (X - XQ1)

Ei(x) = dneg ((

e (3.4)

Taa — 1) + (g2 — 72)° + (T3 — 363)2)

Analogously, charge g2 generates the field Es. Both vector fields can be superimposed,
and one obtains the force on a test charge ¢ at position x as

F = ¢Ei(x) + ¢E2(x) . (3.5)

Note that the sum gE;(x1) + ¢E2(x2) is not a meaningful operation for x; # xa. Figure
3.1 illustrates this fact.

q1 q2

Figure 3.1: Illustration of the concept of a vector field using the example of the electric
field of two point charges.

For second-order systems of the type (3.1), the solution trajectories can be easily
obtained graphically by drawing the vector field f*(x) = [f1(x1,22), f2(x1,22)]. The
reason for this is that for a solution curve of (3.1) passing through the point x* = [z1, z],
the vector field f(x) at point x is tangential to the solution curve.

Ezxercise 3.1. Draw the vector field for the system of differential equations

:tl = T2 (36&)
.’tg = — SiH(IEl) — 1.5.’E2 . (36b)
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‘ | Remark: Use MAPLE and the command fieldplot for this purpose.

3.1.2 Stability of the Equilibrium

These prerequisites allow us to define the stability of an equilibrium point in the sense of
Lyapunov.

Definition 3.3 (Lyapunov Stability of Autonomous Systems). The equilibrium
xp = 0 of (3.1) is called stable (in the sense of Lyapunov) if for every ¢ > 0 there
exists d(¢) > 0 such that

%ol < 6(e) = [[®e(x0)ll <& (3.7)

holds for all ¢ > 0. Furthermore, the equilibrium xr = 0 of (3.1) is referred to as
attractive if there exists a positive real number 7 such that

Ixol <n = lim ®4(xp) =0 . (3.8)
t—»00

If the equilibrium xzp = 0 of (3.1) is stable and attractive, then it is also called
asymptotically stable.

The choice of norms || || in (3.7) and (3.8) is arbitrary, as shown in Section 2.1.1,
where it is demonstrated that in a finite-dimensional vector space, norms are topologically
equivalent. The distinction between stable and attractive in Definition 3.3 is important
because an attractive equilibrium may not necessarily be stable. An example of this is
given by the system

= 23 (zg — 21) + 73 (3.9)
(23 + 23) (1 + (23 + 23)%)

l’%(fl)g — 2x1)
(23 + 23) (1+ (23 +23)%)

Tog =

(3.9b)

with the vector field shown in Figure 3.2.

3.1.3 Direct (Second) Method of Lyapunov

Before discussing the direct method of Lyapunov, the physical idea behind this method
will be illustrated using the simple electrical system shown in Figure 3.3.
The network equations are

d 1

— = —(— — ) -1
3 L( uc — Ryip) (3.10a)
d 17/. uc

acTc <ZL RQ) (3.10b)
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Figure 3.2: Vector field of an unstable but attractive point.

with the capacitor voltage uc and the current through the inductance i;,. The energy
stored in the capacitance C' and inductance L

1, 1
V= §Lz% + 5Cu% (3.11)

is positive for all (uc, ir) # (0,0) and its time derivative

d PR
il —Ryi% — R—Qu% (3.12)

is negative for all (uc, i) # (0,0). By introducing the norm

uc .
=/Cu% + Li? 3.13
]| - e o

it can be shown from Definition 3.3 for § = ¢ that the equilibrium uc = iy, = 0 is stable
and attractive, hence asymptotically stable.

Ezercise 3.2. Show that (3.13) is a norm.

In the context of Lyapunov theory, for nonlinear systems of type (3.1), the energy
function (3.11) is replaced by a function V' with corresponding properties. For this purpose,
the following definition is introduced:
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|
E

et w [|n

A

1

Figure 3.3: Simple electrical system.

Definition 3.4 (Positive/Negative (Semi-)Definiteness). Let D C R™ be an open
neighborhood of 0. A function V(x) : D — R is called locally positive (negative)
definite if the following conditions are satisfied:

(1) V(x) is continuously differentiable,
(2) V(0) =0, and
(3) V(x) >0, (V(x) <0) for x € D— {0}.

If D = R"™ and there exists a constant r > 0 such that

inf V(x)>0 <|sup V(x) < 0) , (3.14)

lI<[|=>r |x[|>r

then V' (x) is called positive (negative) definite.

If V(x) in condition (3) satisfies only the following conditions:
(3) V(x) >0, (V(x) <0) for x € D— {0},

then V(x) is called (locally) positive (negative) semidefinite.
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Ezercise 3.3. Which of the following functions are positive (negative) (semi)definite?

V(x1, 29, 23) = 23 + 23 + 374 (3.15a
V(x1, 20, x3) = —27 — 23 — ax3 + x5, a>0 (3.15b

In analogy to the electrical example in Figure 3.3, one now tries to construct a positive
definite function V(x) (corresponding to the energy function), the so-called Lyapunov
function, whose time derivative is negative definite. For the temporal change of V(x)
along a trajectory ®;(xo) of (3.1), the following holds:

d 0 d
3V (@t(x0)) = 85(V(‘I’t(xo))(h‘1’t(xo) .15)
= &V(x)f(x) .

Figure 3.4 illustrates this fact using the level sets V(x) = ¢ for various positive constants
c.

T2 A

Figure 3.4: Constructing a Lyapunov function.

Exercise 3.4. Show that for second-order systems, the level sets near the equilibrium
point are always ellipses. (This also justifies the choice of the schematic representation
in Figure 3.4.)
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Now we are able to formulate Lyapunov’s direct method:

Theorem 3.1 (Lyapunov’s Direct Method). Let xgp = 0 be an equilibrium point
of (3.1) and D C R™ be an open neighborhood of 0. If there exists a function
V(x) : D — R such that V(x) is positive definite on D and V(x) is negative
semidefinite on D, then the equilibrium point xgp = 0 is stable. If V(x) is even
negative definite, then the equilibrium point xp = 0 is asymptotically stable. The
function V (x) is then called a Lyapunov function.

The proof of this theorem is not provided here but can be found in the literature
referenced at the end. It should be noted at this point that using the level sets of Figure
3.4 can help illustrate the statement of Theorem 3.1.

Ezercise 3.5. Consider an RLC' network described by the following system of differ-

ential equations:
-1
XC _ CcC o Ri1 Rig| |xc¢ (3.17)
Xy, 0 L Ro1 Ragf |x1 '

Here, x¢ denotes the vector of capacitor voltages and xj denotes the vector of
inductance currents. The diagonal matrix C contains all capacitor values, and the
positive definite matrix L consists of self and mutual inductances. The matrices Rq1
and Rgo are symmetric, and Rjo = —RQTI. Show that for negative definite matrices
R11 and Rgg, the equilibrium point xo = x5, = 0 is asymptotically stable.

Remark: Use as a Lyapunov function the total energy stored in the energy
storage elements: V(x¢,x) = 3x5Cxc + 5x1Lx.

Note that the failure of a candidate for V(x) does mot imply the instability of the
equilibrium point. In such a case, a different function V(x) must be chosen. However,
the existence of a Lyapunov function is always guaranteed if the equilibrium point is
stable in the Lyapunov sense, i.e., the main challenge is to find a suitable Lyapunov
function V' (x). In most technical-physical applications, the Lyapunov function can be
obtained from physical considerations by considering the stored energy in the system as a
suitable candidate. If this is not possible, for example, if the physical structure is partially
destroyed by control, then other methods must be used accordingly.

In the case of a scalar system of the form

i=—f(x) (3.18)

with continuous f(x), f(0) =0, and zf(z) > 0 for all z # 0 with « € (—a,a), one chooses
candidates for the Lyapunov function as

Vie) = / F(2)dz . (3.19)
0

Obviously, V(x) is positive definite on the interval (—a,a) and for the time derivative of
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V(x) we have

V() = f(a)(=f(z)) = —f*(z) <0 (3.20)

for all x # 0 with z € (—a,a). This proves the asymptotic stability of the equilibrium
zr = 0.

FEzercise 3.6. Show that a single-input system with an asymptotically stable equi-
librium zr = 0 can always be written in the form of (3.18) in a sufficiently small
neighborhood D = {z € R| — a < x < a} around the equilibrium, with the condition
xf(x) >0 for all z € D — {0}.

3.1.4 Basin of Attraction

Although stability of an equilibrium can be assessed using the above methods, the allowed
deviation x¢ from the equilibrium 0 is only known to be sufficiently small. To quantitatively
classify these possible deviations, the so-called basin of attraction is defined.

Definition 3.5 (Basin of Attraction). Let xg = 0 be an asymptotically stable
equilibrium of (3.1). Then the set

g = {xo € R"| tlglolo ®,(x0) = 0} (3.21)

is called the basin of attraction of xgp = 0. If £ = R", then the equilibrium xz = 0 is
globally asymptotically stable.

If one can show that the Lyapunov function V(x) is positive definite on a domain X’
and V(x) is negative definite on a domain ), where the domains X and ) include the
equilibrium xg = 0, then a simple estimation of the basin of attraction is given by the
largest level set

Lo={xeR"|V(x)<c} (3.22)

for which L, Cc X N Y.

Ezercise 3.7. Show that £, C X N'Y being a positively invariant set according to
Definition 3.6. Provide a justification for why this is indeed a suitable estimation of
the basin of attraction.

When proving global asymptotic stability, fundamental difficulties arise as for large c,
the level sets (3.22) may no longer be closed and bounded (compact). If this property is
lost, the level sets are no longer positively invariant sets and hence not suitable estimates
for the basin of attraction. An example of this is given by the Lyapunov function

V(x) = + 3 (3.23)

Ty
(1+ 2%)

As can be seen from Figure 3.5, the level sets L. are compact for small ¢, which
directly follows from the fact that V(x) is positive definite. In order for the level
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c=0.1
c=0.2
c=20.3
c=04
c=0.5
c=20.6
~ c=0.7
8 c=08
c=0.9
c=1.0
c=1.2
c=14
c=1.6
c=1.8

Figure 3.5: Regarding the compactness of level sets.

sets L. to be completely contained in a region B, = {x € R"|||x|| < r}, the condition
c < min|y|—, V(x) < oo must be satisfied, i.e., if

[ = lim min V(x) < oo, (3.24)

To0 [|x[|=r

then the level sets L. for ¢ < [ are compact. For the Lyapunov function (3.23), it follows
that

[ = lim min 7x% + 22
=00 ||x||=r (1 + x%) 2
, x? (3.25)
= lim ———
|z1]—00 (1 + :El)
=1,

which means that the level sets are compact only for ¢ < 1. To ensure that the level sets
L. are compact for all ¢ > 0, the additional requirement

i V(x) =00 (3.26)

is established. A function that satisfies this condition is called radially unbounded. This
leads to the following theorem.

Theorem 3.2 (Global asymptotic stability). Let xg = 0 be an equilibrium point of
(3.1). If there exists a function V(x) : R™ — R such that V(x) is positive definite,
V(x) is negative definite, and V (x) is radially unbounded, then the equilibrium point
xgr = 0 s globally asymptotically stable.

Again, for the detailed proof, one should refer to the literature.
Consider the dynamic system shown in Figure 3.6 with 77, T5 > 0, and the saturation
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characteristic
-1 for z;1 < -1
F(x1) =< x1 for —1 <21 <1 (3.27)
1 for x;1 >1
or
-1 for r1 < -1
LN for — 1< <1 (3.28)
F(xy)
1 forx1 > 1.
F(z
1 T . (1) o Uy ) .
| 1 T+Tis 1
3 2 1
Ty ® 1T Ths T2
Figure 3.6: Block diagram of the analyzed dynamic system.
The corresponding mathematical model is
. 1
1 = ?(F(xl)xg — 1) (3.29a)
1
. 1/3
To = E(:ngxl - :cg) ) (3.29b)
Now, if we choose candidates for the Lyapunov function as
V(x) = a®z? + b*a3, a, b#0, (3.30)
then we obtain the expression for V(x) as
. 2&2 F(xl) bQ
V(x) =2t —1 (23— 1 3.31
(0 = ai o (D~ 1) e ad (a1 (3:31)
Obviously, V(x) is negative definite for
I
< d < 3.32
X9 Flo) and 1 ; (3.32)
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To estimate the basin of attraction, a level set £. = {x € R?| V(x) < ¢} is sought where
V(x) is negative definite. For this purpose, we determine the ellipse V (x) = a%2? + b%2% =
(1/€)?, which touches the curves (3.32). The point of tangency between the ellipse
2 2
x x
L o +——2_.=1 (3.33)
(Ve/a)™  (Ve/b)
and the saturation characteristic zo9 = % immediately yields the relationship /c/b = 1.
To determine the second point of tangency, we use the fact that at the point of tangency
of the two curves

x? 1
—L o +23=1 and x1=— (3.34)
(Ve/a) 3
the slopes
2x1 d —-2d
Lwé +229dxo =0 and dz; = 733:2 (3.35)
(Ve/a) 2
and
d - d —3
doy | g de2 oo (3.36)
de’l I’Q(ﬁ/@) d$1 2
must be equal. From (3.34) and (3.36) it follows that
4
- - 1
e 5 = Y2 and T3 = — (3.37)
(Vela? 2 ot
and thus
2
z3 = Weja) . (3.38)

2
Substituting (3.38) into (3.34), we obtain
3v3
Veja = ;f ) (3.39)
Thus, an estimation of the basin of attraction is calculated as the interior of the ellipse
2

x
o taz=1. (3.40)

4

Figure 3.7 shows the graphical representation of the situation.
FExercise 3.8. The following dynamic system is given

—6x1

T = 2 + 2o, =1+ z? (3.41a)
-2
By = W . (3.41D)

(1) Calculate the equilibrium(s) of the system (3.41). Show that for all x € R2,
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Figure 3.7: Calculation of the basin of attraction of Figure 3.6.

V(x) > 0 and V(x) < 0 for

Vix) = % + 23 . (3.42)

(2) Are the equilibrium(s) stable, asymptotically stable, globally stable, or globally
asymptotically stable?
Ezercise 3.9. The following dynamic system is given:

i = —x1 + 2031, (3.43a)
ig = —X2 . (343b)

(1) Show that the equilibrium xz = 0 is asymptotically stable.

(2) Provide the largest possible estimate of the basin of attraction.

3.1.5 The Invariance Principle

Expanding on Theorem 3.1, there are systems where the equilibrium xz = 0 is asymp-
totically stable even though the time derivative of the Lyapunov function V(x) is only
negative semidefinite. As an example, consider the simple spring-mass-damper system
shown in Figure 3.8 with mass m, linear damping force Fy = d%z, d > 0, and nonlinear
spring force F, = p(2) satisfying k122 < ¢p(2)z < koz? with 0 < k1 < ko.
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Yp(2)
z
Figure 3.8: Simple mechanical system.
The equations of motion are

d
i (3.44a)
S0 = () + o) (3.440)
gl = el v .

with the state x* = [2,v] and the only equilibrium xg = 0. The kinetic and potential
energy stored in the system

V= %mv2 + /OZ Yr(w)dw (3.45)

are naturally positive definite and serve as suitable candidates for a Lyapunov function.
Clearly,

d 1
—V = mv<—(wp(z) + dv)) + Yp(2)v = —dv? (3.46)
dt m
is negative semidefinite, and according to Theorem 3.1, we can conclude that the equi-
librium xp = 0 is stable in the sense of Lyapunov. That is, the energy V stored in the
system always decreases, except when v = 0 where it remains constant. Substituting v =0
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into (3.44), we see that z = z and $v = —Lyp(Z) for a constant z. From the specific
form of the characteristic curve ¥)p(z) in Figure 3.8, it follows that %v only becomes zero
for z = 0. This demonstrates that the energy V stored in the system must decrease until
the point z = v = 0 is reached, proving the asymptotic stability of the equilibrium.

The mathematical generalization of this procedure leads to the so-called Invariance
Principle of Krassovskii-LaSalle. Before this is discussed in more detail, the concepts of
limit points and limit sets should be explained. Without loss of generality, consider again
the autonomous, smooth nth-order system

x =f(x) (3.47)
with the flow ®;(x) according to (3.1).

Definition 3.6 (Positively Invariant Set). A set M C R™ is called a positively
invariant set of the system (3.47) if the image of set M under the flow ®; is the set
M itself, i.e., (M) C M, for all ¢t > 0.

Simple examples of a positively invariant set are the set {xr} with xp as an equilibrium
point, the set of points of a limit cycle, etc. A set M is called a negatively invariant set of
the system (3.47) if ®_,(M) is positively invariant. Also of interest are points that are
approached arbitrarily closely by a trajectory an infinite number of times. For this, the
following definition is given:

Definition 3.7 (Limit Point and Limit Set). A point y € R" is called an w-limit
point of x of the system (3.47) if there exists a sequence (¢;) of real numbers from the
interval [0, co) with ¢; — oo such that

lim [ly — @, (x)| = 0 (3.48)
1—00

holds. The set of all w-limit points of x, the so-called w-limit set of x, is denoted by

L, (x).

Equivalently to the above definition, limit points and limit sets can be considered for
t < 0. In this case, the designations a-limit point and a-limit set L, (x) are used.

Definition 3.8 (Limit Cycle). A limit cycle of (3.47) is a closed trajectory ~ that
satisfies the conditions v C L, (x) or 7 C Lq(x) for certain x € R™. In the first case,
the limit cycle is called an w-limit cycle, and in the second case, an a-limit cycle.

In Figure 3.9, the concepts of limit set and limit cycle are illustrated based on a
schematic representation of the trajectories of the Van der Pol oscillator. Here, v describes
the unique closed trajectory that, for every point x € R? except for the point x4, forms
the w-limit set L, (x), i.e., v describes an w-limit cycle. Furthermore, the point x4 is the
a-limit set L, (x) for every point x inside ~. If x is outside 7, then L,(x) = {}.

With these concepts, it is now possible to formulate the invariance principle of
Krassovskii-LaSalle.
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—

<

Figure 3.9: Limit points and limit sets.

Theorem 3.3 (Auxiliary lemma for the invariance theorem). If the solution x(t) =
®,(x0) of the system (3.1) is bounded for t > 0, then the w-limit set L,(xo) of xo
according to Definition 3.7 is a nonempty, compact (bounded and closed), positively
invariant set with the property

Jim ®,(xo) € Lo (x0) - (3.49)

The proof of this theorem can be found in the literature cited at the end.

Theorem 3.4 (Invariance principle of Krassovskii-LaSalle). Assume X is a compact,
positively invariant set and V : X — R is a continuously differentiable function that
satisfies V(x) < 0 on X. Let Y be the subset of X for which Y = {X € X|V(x) = 0}.
If M denotes the largest positively invariant set of ), then

L,(X)C M. (3.50)

The proof of this theorem can also be found in the literature cited at the end. As seen
from Theorem 3.4, V(x) does not need to be positive definite. The difficulty here lies in
finding the compact, positively invariant set X'. However, it is known from Section 3.1.4
that the level set of a positive definite function V(x) is locally compact and positively
invariant. If radial unboundedness can be proven, then this holds globally. Thus, it is
possible to formulate the following theorem as a direct consequence of Theorem 3.4.

Theorem 3.5 (Application of the Invariance Theorem). Let xg = 0 be an equilibrium
point of (3.1) and D C R™ be an open neighborhood of 0. If there exists a function
V(x): D — R such that V(x) is positive definite on D and V (x) is negative semidef-
inite on D, then the point xgr = 0 is asymptotically stable if the largest positively
invariant subset of Y = {x € DIV (x) = 0} is the set M = {0}. Furthermore, if V(x)
is radially unbounded, then xr = 0 is globally asymptotically stable.
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Referring to the spring-mass-damper system in Figure 3.8, consider the example

& = 19 (3.51a)
T = —g(z1) — h(z2) (3.51b)
with
g(0) =0,  zg(z1) >O0forxy #0, z; € (—a,a) (3.52)
h0) =0,  aoh(xy) >0forzp #0, x3 € (—a,a) (3.53)

being examined. It is assumed that g(z1) and h(x2) are continuous on the interval (—a, a).
It can be easily verified that xg = 0 in the set D= {x € R*| —a < 21 < a,—a < 23 < a}
is the only equilibrium point. A candidate for a Lyapunov function is chosen as

1

.%'2
V(x) = / gw)dz + 2 (3.54)
0

Clearly, V(x) is positive definite on D and for V we have
V(X) = g(acl);icl + zodo = —Z‘Qh(ﬂjg) <0. (3.55)

In this example, the set ) = {X €D|V(x) = 0} simplifies to Y = {x € D|z; arbitrary and zo = 0}.
Therefore, for the solution curves to remain in ) for all times ¢ > 0, it follows immediately

that 1 = 0, meaning the largest positively invariant subset of ) is the set M = {0}.

Hence, according to Theorem 3.5, the equilibrium point xr = 0 is asymptotically stable.

Ezxercise 3.10. Given is a first-order dynamic system

T =ar1+u (3.56)

with an adaptive control law
Ty = yI3, v >0 (3.57a)
U= —ToTq . (3.57Db)

Show using the invariance principle of Krassovskii-LaSalle that for the closed loop
system, limy_,o 21 (t) = 0 regardless of the plant parameter a. It is only known that
the parameter a is bounded from above by a < b.

Remark: Choose as a candidate for the Lyapunov function

1o 1 2
V(x) = 571 + 2 (x2 — b)*, b>a . (3.58)
3.1.6 Linear Systems
The stability analysis of linear systems
x = Ax (3.59)
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can be carried out based on the eigenvalues of the matrix A. By means of a regular state
transformation z = Tx, the system can be transformed to Jordan normal form

with

A Jordan block J; has the form

J1

0

0
473 1
0 a;
0

z=Jz
0
Jo
0
0
a;
0

-mXxXm

for an m-fold real eigenvalue \; = a; of the matrix A or

(A, 1
0 A,
0

0

A;
0

0

0
I
A

)

2mx2m

(3.60)

(3.61)

(3.62)

(3.63)

for an m-fold complex conjugate eigenvalue \; = a; & jb; of the matrix A.

FExercise 3.11. How should the transformation matrix T look like in order to obtain

the Jordan form?

Remark: FEigenvectors
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Now, the following theorem holds for stability according to Lyapunov:

Theorem 3.6 (Stability of Linear Systems). The equilibrium xg = 0 of (3.59) is
stable in the sense of Lyapunov if and only if for each Jordan block J; of (3.60), a; < 0
ora; <0 and m = 1. If a; < 0 holds for each Jordan block J; of (3.60), then the
equilibrium xg = 0 is asymptotically stable.

FExercise 3.12. Prove Theorem 3.6.

Two more definitions are needed for the subsequent considerations.

Definition 3.9 (Hurwitz Matrix). An (n X n) matrix A is called a Hurwitz matriz if
for all eigenvalues \; of A, Re(\;) <0 fori=1,...,n.

Definition 3.10 (Positive Definite Matrix). A symmetric (n X n) matrix P is called
positive definite if xTPx > 0 for all x € R"® — {0}. If x'Px > 0, then P is called
positive semidefinite.

Ezercise 3.13. Where are the eigenvalues of a positive (semi)definite matrix located?
Prove your statements.

Now, if we choose candidates for a Lyapunov function of (3.59) as
V(x) =xTPx (3.64)
with a positive definite matrix P, then for V we have
V(x)=x"Px+x'Px
= xT (ATP + PA)X (3.65)
= —XTQX
with a square matrix Q that satisfies the relationship
ATP+PA+Q=0 (3.66)
(3.66) is also called the Lyapunov equation.

Ezercise 3.14. Show that the Lyapunov equation (3.66) is a linear equation in the
elements p;; of P.

If the matrix Q is positive definite, then from Theorem 3.1, it follows that the equilibrium
xpr = 0 is asymptotically stable and consequently A is a Hurwitz matrix. That is, for a
given positive definite matrix P, the matrix Q is computed for system (3.59) and checked
for positive definiteness. For linear systems, this procedure can be reversed. A positive
definite Q is specified, and P is computed accordingly. The following theorem states:
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Theorem 3.7 (Lyapunov Equation). The matriz A is a Hurwitz matrix if and only
if the Lyapunov equation (3.66) has a positive definite solution P for every positive
definite Q. In this case, P is uniquely determined.

Proof. («<): Follows trivially from Theorem 3.1. (=): If A is a Hurwitz matrix, then
the existence of the integral

P= / ATQeA! dt (3.67)
0

is guaranteed. Furthermore, if Q is positive definite, then this must also hold for P,
because from

xTPx =0 (3.68)
it follows
o
/xTeATthAtx dt=0. (3.69)
—_——
0 >0

Since Q is positive definite, eAt

matrix, x = 0. The calculation

x = 0 and due to the regularity of the transition

ATP 4 PA — / ATAT QA 4 + / ATIQEAI A (it
0 0

o0

d

_ / 3 (e*1Qer) ar (3.70)
0

_ }320 eATthAt -Q

-Q

shows that P from (3.67) is indeed a solution of the Lyapunov equation (3.66). The
uniqueness of the solution remains to be shown. Assuming Py is another solution of
the Lyapunov equation (3.66). For the time derivative of the expression

F(X) = X"TPX - X"PX = XT(P - Py)X (3.71)
with X as a solution of the matrix differential equation

X =AX (3.72)
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we obtain

F(X) =X"[ ATP + PA - (AP + PoA) |X =0. (3.73)
-Q
-Q

Thus, F(X) is constant along a trajectory of (3.59). From
F(e) = A (P — Pg)e?! (3.74)
we then deduce, with

lim F(eA) = F(I)

t—0
—(P-P
( ) (3.75)
= lim F(e?)
t——+o00
=0
the uniqueness of the solution of (3.66). O
Exercise 3.15. Given are two identical linear systems of the form
_ 0 1 0 .
X; = l—l 0 X; + L[ i=1,2 (3.76a)
yi=[1 0. (3.76b)

Check the stability of the equilibrium when the two systems are connected in series or
in parallel. Provide a physical interpretation of the results when considering system
(3.76) as an undamped mass-spring oscillator.

FEzercise 3.16. Given is the linear autonomous time-invariant sampled system
Xp11 = Axy, A e R (3.77)
Show that the existence of a positive definite solution P € R™*" of the inequality
ATPA-P <0 (3.78)

is sufficient for V(x) = xTPx to be a Lyapunov function for (3.77).

FEzercise 3.17. The linear system

% = Ax (3.79)
y = Cx (3.79D)
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is completely observable. Show that A is a Hurwitz matrix if and only if the Lyapunov
equation

PA + ATP = —C'C (3.80)

is satisfied for a positive definite P. Show further that in this case, the solution for P
is unique.
Remark: Use the invariance principle of Krassovskii-LaSalle and the fact that
for the observable pair (A, C), CeA'x = 0 for all t > 0 if and only if x = 0 for
all £ > 0.

3.1.7 Indirect (First) Method of Lyapunov

In addition to the second method of Lyapunov discussed in Section 3.1.3, which is
essentially based on the construction of a Lyapunov function, there is also the possibility
to assess the stability of an equilibrium point based on the linearized system around this
equilibrium point. Consider the nonlinear autonomous system

x = f(x) (3.81)

with equilibrium point xz = 0. Assuming that f(x) is continuously differentiable on an
open neighborhood D of 0, f(x) can be written in the form
£(x) = £0) + L£(x)|  x+re),  tim X

ox x=0 Ix[—0 ||x]|

-0 (3.82)

Then the following theorem holds:

Theorem 3.8 (Indirect (first) Method of Lyapunov). Let xg = 0 be an equilibrium
point of (3.81) and f(x) be continuously differentiable on an open neighborhood D C R™
of 0. With

A= —f(x) (3.83)

the following holds:

(1) If all eigenvalues A\; of A have a real part less than zero, i.e., Re(\;) < 0, then
the equilibrium point is asymptotically stable.

(2) If one eigenvalue \; of A satisfies Re(\;) > 0, then the origin is unstable.

(8) For eigenvalues \; of A with Re(\;) =0, no statement can be made about the
stability of the equilibrium point of the nonlinear system.

Proof. To prove the first part of this theorem, the function

V(x)=xTPx (3.84)
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with positive definite P is considered as a candidate for a Lyapunov function. From
(3.82), it follows for V

V(x) = xTPf(x) + fT(x)Px
= xTP(Ax 4 r(x)) + (Ax + r(x)) ' Px (3.85)
= x"(PA + ATP)x + 2x"Pr(x) .
Since A is a Hurwitz matrix, the Lyapunov equation

PA+ATP+Q=0 (3.86)

has a positive definite solution P for every positive definite Q. It was also assumed
that f(x) is continuously differentiable, and therefore for every ¢ > 0, there exists a
d > 0 such that

[eGOlly <ellxlly lixlly <4 (3.87)

For a positive definite matrix P, the induced 2-norm satisfies the estimate (compare
to (2.55))

Amin(P) < ||PHZ‘72 < Amax(P) (3.88)

with Apin(P) > 0 or Apax(P) > 0 as the smallest or largest eigenvalue of P. Thus,
from the Cauchy-Schwarz inequality (2.82), (3.87), and (3.88), the estimate

‘XTPr(X)) < Prx) [yl < 1Pl IrG) 1%y < eAmax(P)x]13 (3.89)
——
<ellx|l,
or
V(x) < —xTQx + 26 \max (P) ||x]/3 (3.90)
< (= Amin(Q) + 25>‘maX(P))||XHg )
is obtained, and V is definitely negative for
Amin((Q)
—_— 3.91
* S D (P) (3.91)

This proves, according to Theorem 3.1, the asymptotic stability of the equilibrium
xgr = 0. The proof of the second part of Theorem 3.8 is not carried out here but can
be found in the corresponding literature. O

Exercise 3.18. Search in the literature provided at the end for Lyapunov instability
theorems and apply them to prove the second part of Theorem 3.8.

If the linearized system has eigenvalues A; with Re()\;) = 0, then the indirect method
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does not allow any statement. Consider the nonlinear single-input system
i = ax® (3.92)
with the system linearized around the equilibrium xp =0
z=0. (3.93)
Choosing candidates for a Lyapunov function as
V(z) = z* (3.94)
and obtaining V as
V(z) = 4azb . (3.95)

It is easy to see that the origin is asymptotically stable for a < 0 but unstable for a > 0.
For a = 0, the system is linear and has infinitely many equilibrium points.

Ezxercise 3.19. Examine the stability of the equilibrium point(s) for systems (3.9),
(3.29), (3.41), and (3.43) using the indirect method of Lyapunov.

3.2 Non-autonomous Systems
The following considerations are based on the non-autonomous nonlinear system
x = f(t,x) (3.96)

with f : [0,00) x D — R™ piecewise continuous in ¢ and locally Lipschitz in x on [0, 00) X D,
D C R, (compare Theorem 2.13). The error systems that arise in trajectory tracking
control of nonlinear systems typically have the structure of (3.96). One calls xp € D an
equilibrium of (3.96) for ¢ = t, if for all times ¢ > ¢y > 0 the relationship

f(t,xg) =0 (3.97)

is satisfied, where xp must be independent of time t. Without loss of generality, one can
assume that an equilibrium with xz = 0 for tg = 0 is given.

Ezercise 3.20. Show that for xp # 0, tg # 0, one can always achieve, through a simple
coordinate and time transformation, that in the new coordinates the equilibrium
%xp =0 for t =0.

In the following, it will be briefly shown that the equilibrium of a non-autonomous
system (3.96) can also be the transformed nontrivial solution of an autonomous system.
This has the advantage that the stability analysis of a solution trajectory can be reduced
to the stability of an equilibrium of a non-autonomous system. Consider the autonomous
system

d

.y =8, (3.98)
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where y(7) denotes a solution of (3.98) for 7 > 79 > 0. Now, performing a coordinate and
time transformation of the form x =y — y(7) and ¢t = 7 — 79, we obtain the transformed
system

d d d_
—x = —y(t+10)— ¥+ 70)

dt dt dt
d
= g(x+F(t + 7)) — =F(t+70) (3.99)
=f(t,x) .
Since y(7) is a solution of (3.98) for 7 > 79 > 0, we have
d _ _
() =gF(), T=27m=20 (3.100)
or in the transformed time ¢
d
Yt +m)=gFt+mn), =0 (3.101)

It is immediately clear from (3.99) and (3.101) that xg = 0 for ¢, = 0 is an equilibrium of
the transformed system %x = f(t,x).

The definition of Lyapunov stability according to Definition 3.3 can now also be applied
to non-autonomous systems, but here the dependence of the system behavior on the initial
time £y must be explicitly taken into account.

Definition 3.11 (Lyapunov Stability of Non-Autonomous Systems). The equilib-
rium xp = 0 of (3.96) is called

o stable (in the sense of Lyapunov), if for every € > 0 there exists a d(e,ty) > 0
such that

[x(o)ll < é(est0) = [x@)] <e (3.102)
holds for all ¢ >ty > 0,

o uniformly stable, if for every € > 0 there exists a d(¢) > 0 (independent of )
such that (3.102) is satisfied for all ¢t > ¢y > 0,

o asymptotically stable, if it is stable and there exists a positive real number 7(¢g)
such that from

|x(to)|| < n(to) = lim x(t) =0, (3.103)

t—o00

o uniformly asymptotically stable, if it is uniformly stable, there exists a positive
real number 7 (independent of ¢y) such that (3.103) is satisfied for all ¢ > ¢y > 0,
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and for every p > 0 one can find a T'(xt) > 0 such that
Ix(to)ll<n = |x@)|] <p forall t>tg+T(p) (3.104)

holds.

For non-autonomous systems of the form (3.96), a theorem analogous to Theorem 3.1
can now be given for checking uniform stability:

Theorem 3.9 (Uniform stability of non-autonomous systems). Let xgp = 0 be an
equilibrium of (3.96) for t =0 and D C R™ be an open neighborhood of 0. If there
exists a continuously differentiable function V(t,x) : [0,00) x D — R and continuous
positive definite functions W1(x) and Wa(x) on D such that

Wi(x) < V(t,x) < Wa(x) (3.105a)
gtv + (;}(V)f(t?x) <0 (3.105b)

holds for allt > 0 and all x € D, then the equilibrium xr = 0 s uniformly stable.
If furthermore a continuous positive definite function Ws(x) on D exists such that
(3.105b) can be bounded as

gtv + (iv) f(t,x) < —Ws(x) <0 (3.106)

for all t > 0 and all x € D, then the equilibrium xr = 0 is uniformly asymptotically
stable.

The proof of this theorem can be found in the literature cited at the end.

Exercise 3.21. Show that the equilibrium x = 0 of the system

lu’ﬂl} _ [—551 —g(t)le (3.107)

Z2 1 — T2

with the continuously differentiable time function g(t), 0 < g(¢) < k and %g(t) < g(t)
for all ¢ > 0 is uniformly asymptotically stable.

FEzercise 3.22. Given is the following mathematical model (mathematical pendulum
with time-varying damping)

i’l . xI9
ng] N l— sin(zq1) — g(t)xj (3.108)

with the continuously differentiable time function g(¢), 0 < a < g(t) < < oo and
%g(t) < vy < 2 for all t > 0. Show that the equilibrium x; = x5 = 0 is uniformly
asymptotically stable.

Besides uniform stability, exponential stability also plays a crucial role in the analysis
of non-autonomous systems.
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Definition 3.12 (Exponential Stability of Non-autonomous Systems). The equilib-
rium xp = 0 of (3.96) is called exponentially stable if positive constants ki, ko, and
k3 exist such that

Ix(to)ll <ks = IIx(@)I| < kullx(to)[|le~*=210) . (3.109)
The verification of exponential stability can be done using the following theorem.

Theorem 3.10 (Exponential Stability of Non-autonomous Systems). Let xg = 0 be
an equilibrium of (5.96) at t =0 and D C R™ be an open neighborhood of 0. If there
exists a continuously differentiable function V(t,x) : [0,00) x D — R and positive
constants o, j = 1,...,4, such that

an [[x(1)[[** < V (¢, %) < anl|x()]* (3.110a)
o) %) »
&VJF <axv>f(t,x) < —asl|x(t)]| (3.110b)

holds for all t > 0 and all x € D, then the equilibrium xg = 0 s exponentially stable.

Proof. From the two inequalities (3.110), it can be seen that

SV (%) < —aslx(0)]"* < -2Vt (3.111)
and thus
V(t,x) < V(to, x(to))e o2 1) . (3.112)
Furthermore, from (3.110a) it follows
V(to, x(to)) < aal[x(to)[|™* (3.113)

and

|mmns(V“”)“, (3.114)

aq

hence, with (3.112), the following estimation

1 1
Vit oy ay a3
(ol < (FER) < (22) ¥ gm0 (3.115)
a1 aq
can be given. This directly shows the exponential stability according to Definition
a
312 for ky = (22)™ and ky = ;2. -
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Exercise 3.23. Given is the following mathematical model

[.«m] _ [ h(t)zs — g(t)at ] (3.116)
xTo —h(t)xl - g(t).%'%

with the continuously differentiable and bounded time functions h(t) and g(t), g(t) >
k > 0 for all ¢ > 0. Is the equilibrium z; = x5 = 0 uniformly asymptotically stable?
Is the equilibrium z; = x2 = 0 exponentially stable?

FEzercise 3.24. Given is the following mathematical model

—z1 + z2 + (23 + 23) sin(t)

[m] = (3.117)
I —x1 — 22 + (23 + 23) cos(t)
Show that the equilibrium 1 = x5 = 0 is exponentially stable.
3.2.1 Linear Systems
The stability analysis of linear time-varying systems of the form
X = A(t)x (3.118)

is significantly more challenging compared to the time-invariant case as in (3.59).

Ezample 3.1. Consider the system (3.118) with the dynamics matrix

14 15(cos(t)? 1 —15sin(t) cos(t)] ' (3.119)

A(t) = . . 2

—1 — 1.5sin(t) cos(t) —14 1.5(sin(¢))
In this case, the eigenvalues A\j o = —1/4 + I/7/4 of A(t) are constant for all times
t and have negative real parts, yet the equilibrium is unstable as shown by the
calculation of the solution for tg = 0

t/2 —t

e’ = cos(t e "sin(?

x(t) = ) ( ) (®) x(0) (3.120)
—et?sin(t) et cos(t)

It is worth mentioning that linear time-varying systems arise naturally when linearizing

nonlinear (autonomous) systems around a desired trajectory.

The stability analysis of the equilibrium can be carried out, for example, using Theo-

rem 3.9. To do this, one chooses a suitable Lyapunov function of the form

V(t,x) =x"P(t)x, 0<al<P(t)<asl (3.121)

with a continuously differentiable, bounded, and symmetric matrix P(¢) and positive
constants a; and as. The Lyapunov function satisfies the inequalities

aul|x[l3 < V(t,x) < az|x| - (3.122)
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If P(t) satisfies the matrix differential equation
—P(t) = AT(t)P(t) + P(t)A(t) + Q(¢)
for a continuous, bounded, and symmetric matrix Q(¢) such that
0<a3I <Q(t),

then the change in V (¢, x) along a solution curve of (3.118) is given by

%V(t, x) = X P(t)x + x P(t)x + xTP(t)x

= x"(ATOP(t) + P(t) + P()A(1))x
= —x"Q(t)x

< —az|x|3 <0 .

(3.123)

(3.124)

(3.125)

From (3.122) and (3.125), it is immediately apparent that exponential stability for ay = 2
is also demonstrated by Theorem 3.10. It is worth mentioning that for linear time-varying

systems, uniform asymptotic stability and exponential stability are equivalent.

For the analysis of linear periodically time-varying systems of the form (3.118) with
A(t) = A(t+1T), a comprehensive theory can be found in the literature under the term
Floquet theory. Here, we refrain from further elaboration on this topic, but we provide a

useful estimation for the trajectories of linear time-varying systems.

Theorem 3.11 (Wazewski’s Inequality). A solution x(t) of the linear time-varying
system (3.118) with the real-valued dynamics matriz A(t) satisfies the following

inequality

Ixta)lexp( [ Ar)ar) < ol < Il ess( [ Acr)ar)

(3.126)

where \(t) and A(t) denote the smallest and largest eigenvalue of the symmetric part

of the matriz A(t)

Al(t) = %(A(t) + AT (D))

(3.127)
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Proof. For a fixed time ¢, according to (2.64), the relationship holds

ADIx(@)]l < xT (1) As(O)x(t) < A1)]x(2)l3 (3.128)

and by substituting

)3 = %" (1x(6) + X" (1)%(1)
= x"(t)(A) + AT(®))x(t) (3.129)
= 2xT (1) A, (1)x(t)
we obtain
2A(t)[[x (1[5 < %IIX(t)H% < 20(1)|[x(8)]]3 - (3.130)

Now, considering only the left part of the inequality (3.130) in the first step, the
result immediately follows according to (3.126)

() (1) 3 < 20ty |, D) (3.1310)
Ay dt < JUxW) (3.131D)
<01,
g o (X0, .
, ar <] <|X(750)”2> (3:181c)
(ol exo [ Ar)ar) < ()], (3.1314)
O

FEzxercise 3.25. Show in the same way the right part of the inequality (3.130).

Taking again the system (3.118) with the dynamics matrix (3.119) as an example, the
symmetric part of the dynamics matrix is calculated as

Al(t) = %(A(t) + AT (D))
—1+1.5(cos(t))? —1.5sin(t) cos(t

) (3.132)
—1.5sin(t)cos(t) —1+ 1.5(sin(t))?

with the corresponding eigenvalues \s; = 1/2 and A\sa = —1. According to Theorem 3.11,
a solution x(t) satisfies the inequality

Ix(to) loe™*=") < lx()]l, < [Ix(to)ll,e2* ") . (3.133)
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3.2.2 Lyapunov-like Theory: Barbalat’s Lemma

In addition to the Lyapunov theory for non-autonomous nonlinear systems of the form
(3.96) discussed in the previous section, one often finds a Lyapunov-like approach using
what is called Barbalat’s Lemma. It is based on the mathematical properties of the
asymptotic behavior of functions and their derivatives. In the first step, let us review
some asymptotic properties of functions and their temporal derivatives. For a function
f(t) differentiable with respect to time ¢, the following holds:

(1)

3)

From tlim f(t) =0, it does not follow tlim f(t) = ¢ with |¢] < oo.

As an example, consider the function f(t) = In(¢). While the derivative satis-
fies

MHﬂﬂ:%:0, (3.134)

t—o00

the function itself goes to co as t — oo.

From tli}m f(t) = ¢ with |¢| < oo, it does not follow tli}m f(t)=o.

For example, consider the function f(t) = e !sin(e?), for which tli)m f(t) =0,
but

lim f(t) = lim (2 cos <e2t>et — e 'sin <e2t>) (3.135)

t—o00 t—00

is not defined.

If f(t) is bounded from below and not increasing (f(t) < 0), then it follows
tle f(t) = ¢ with |¢] < oco.

Barbalat’s Lemma now clarifies under which conditions the derivative f (t) of a bounded
function converges to zero as t — oo.

Theorem 3.12 (Barbalat’s Lemma). If the differentiable function f(t) satisfies
ltlim f(t) = c with |c| < oo and f(t) is uniformly continuous, then tlim f(t) =0.
—00 —00

Before showing how this theorem is used for stability analysis, let us briefly revisit the
concept of uniform continuity of a function f(¢).
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Definition 3.13 (ed-Continuity). A function f(t) is said to be continuous at the
point t; if for every € > 0 there exists § = d(e, t1) > 0 such that

t—ti|<6 = |f(t)— ft)| <e. (3.136)

A function f(t) is called uniformly continuous if 6 can always be found independently
of t1.

Consider the function f(t) =t as an example. Let us choose an ¢ > 0 and determine a
0 such that

’tQ—tﬂ<e or [t—tllt+t]<e |t—t]<d. (3.137)

From (3.137), it can be seen that for ¢ > t; > 0, for every ¢, a § can always be found such
that

O<t—-t1h<d6 = (t—tl)(t+t1)<6. (3.138)

Replacing t in (3.138) with ¢, =¢1 +d — % and letting n — oo, we obtain

5(2t1 +0) < e (3.139)
or rather
€
0 < — . .14
< 5%, (3.140)

It can be observed that as ¢; increases, keeping € constant, the value of § decreases, and
thus there is no smallest § that would be correct for all ¢;. Therefore, the function f(t) = t
is continuous but not uniformly continuous. In contrast, for the function f(t) = v/t under

the condition ¢ > t; > 0,
Vi—vE| < \Jlt-t] <€, (3.141)

and choosing § = €? immediately leads to uniform continuity, i.e.,

t—ti| <6, (3.142a)

VIiE—t] <e, (3.142b)

Vi-vh|<e. (3.142¢)

FEzercise 3.26. Prove the last implication in (3.142).

As can be seen, verifying uniform continuity in this manner is quite tedious. Therefore,
a sufficient criterion of the following form is often used:
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Theorem 3.13 (Sufficient condition for uniform continuity). A differentiable function
f(t) is uniformly continuous if its derivative %f(t) is bounded.

From Barbalat’s Lemma, the following theorem for stability analysis of nonlinear,
non-autonomous systems of the form (3.96) immediately follows.

Theorem 3.14 (Lyapunov-like method). If a scalar function V(t,x) : Ry x R® - R
satisfies the conditions

(1) V(t,x) is bounded from below,
(2) V(t,x) <0, and
(3) V(t,x) is uniformly continuous in time t,

then hm V(t,x) =

As an application example, consider the following control engineering problem: We
want to position a mass m sliding on a horizontal surface using the force F' in the absence
of friction. The corresponding system of differential equations is

d2
m—z =F. 3.143
dt2 ( )
Suppose the desired position rq(t) is specified by a person using a control stick, then a
simple way to convert this external signal into a twice continuously differentiable reference
signal zq(t) is through a reference model of the form

ao

Iq + a1tq + agxq = agrq, G(s) = A—d = (3.144)

Tq N $2+a18+a0

for suitable parameters a; and ag. The parameters a; and ag are chosen such that
the reference model with transfer function G(s) is stable and meets the performance
requirements. Now, the simple control law

F(t) = m(a’v’d —2X\é — )\26), e=x—xq (3.145)
for A > 0 leads to an asymptotically stable closed loop with error dynamics
E+2Xé+ N e =0. (3.146)

Furthermore, assume that the mass m is constant but not precisely known, i.e., only
the estimated value m is known. Substituting the estimated value 7 for m in the control
law (3.145), we obtain for the closed loop

mi = m(:eso” —2\é — )\26) (3.147)
or

mi = m (ison — 226 — N2 ) = 1 (itgon — 206 — Ne) —m (igon — 20é — M) (3.148)
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and by introducing a generalized control error s = é + Ae, we get

d
me.s +mAs = e, (fsoll —2Xé — >\2e) (3.149)
w(t)
with the parameter error e,, = m — m.
The adaptive control law
d
= Tws, v >0 (3.150)

guarantees that the generalized control error converges asymptotically to zero. To prove
this, one considers the function bounded from below

V(s,em) = ;<m32 + em> (3.151)

and calculates its time derivative

d 1 1
aV = ms(—/\s + memw) + gem(—fyws)

= -—Ams?><0.

(3.152)

Since V is positive definite in s and e,, and V is negative semidefinite, the functions s
and ey, are bounded. Taking another time derivative of V', one obtains

. 1
V = —-2\ms (—)\8 + emw> , (3.153)
m

and this function is also bounded due to the bounded quantities s and e, and the
assumption of bounded reference signals rq(t) (hence w(t) is also bounded). According to
Theorem 3.13, V is uniformly continuous, the Barbalat’s Lemma (Theorem 3.14) can be
applied, leading to

lim V = — lim Ams? =0 (3.154)
t—o00 t—o00
thus
lim s=0. (3.155)
t—o0
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4 Lyapunov-based Controller Design

This chapter discusses some controller design methods based on Lyapunov’s theory of
stability. The basic idea of these methods is to find a nonlinear state feedback u = o(x)
for a system of the form

x=f(x,u), £(0,0)=0 (4.1)

with the state x € R, the control input u € RP, and «(0) = 0, such that the equilibrium
xpr = 0 of the closed loop system

x = f(x, a(x)) (4.2)

becomes stable or asymptotically stable in the sense of Lyapunov.

4.1 Integrator Backstepping

As a starting point and motivation for this nonlinear controller design method, consider
the following nonlinear system

i1 = cos(z1) — 3 + o (4.3a)
Tog=u (4.3b)

with state x = [x1, 22] and control input u. Now, a state feedback control u = u(z1, z2)
should be designed such that for every initial state x(0) = xq, lim; o x1(¢) = 0 and
limy o0 |22(t)| = ¢ < 0co. From (4.3), it can be seen that for 1 g = 0, the only equilibrium
with x} = [0, —1] is given. Considering the state z2 as a virtual control input for the
system (4.3a), then the state feedback

2 = a(x1) = —cos(z1) — c1xy c1 >0 (4.4)

would make the equilibrium z; p = 0 of the subsystem (4.3a), (4.4) asymptotically stable.
To show this, let’s choose the Lyapunov function

1
V(zy) = 53:% >0, (4.5)

then the time derivative is calculated as

iV(a:l) =1 (_lea — 01:1:1)

at (4.6)

=g} -2t <0.
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Next, the deviation of the state zo from the "ideal" form (4.4)
z =x9 —afx1) = T2 + cos(x1) + c121 (4.7)

is introduced as a new state variable, resulting in the differential equation (4.3) in the
new state [x1, 2]

i1 = cos(z1) — 2} + (2 — cos(x1) — e171)
o (48&)

= fx?fclxl + 2

F=d = ggelm) (4.8b)

=u — (sin(x1) — cl)(—a::{’ —czy + z) :

Now, assuming a Lyapunov function in the form

1 1 1
Va(wr,22) = V(21) + 52% = 2af + S (w2 + cos(an) + c121)* (4.9)

we get

%Va(:vl, xT9) =11 (—m? — 171 + z) + z(u — (sin(z1) — ¢1) (—x? —ci1z1 + z))

= 2 — ]+ 2 {xl +u — (sin(z1) — ¢1) (—a::f - + z)} . (410)

X

The idea is now to determine the control input « in such a way that %Va(xl, x2) becomes
negative definite. This can be achieved, for example, by choosing

X =21+ u— (sin(zy) — cl)(—x:{’ —cry + Z) = —c27, c2 >0 (4.11)
or
u=—x1 + (sin(xy) — 01)(—93‘;’ —cry + z) — oz . (4.12)

In conclusion, it can be easily verified that the state feedback (4.12) globally asymptoti-
cally stabilizes the equilibrium z1 r = 2r =0 or 1 g = 0 and 2o p = —1.

Ezercise 4.1. Show that Vg (z1,x2) from (4.9) is radially unbounded.

The choice of u according to (4.11) is of course not unique, as on one hand, y = —f(2)
could be chosen with any arbitrary function f(z) satisfying f(z)z > 0 for all z # 0, and
on the other hand, it is not necessary to cancel all terms of y. For example, the state
feedback

u=—x1 + (sin(x1) — cﬁ(—:ﬁ’ — clxl) — o2 (4.13)
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would lead to a closed loop (4.8), (4.13) of the form

i) = -1 — 1z + 2 (4.14a)

Z=—x1—coz — (sin(z1) — 1)z (4.14b)

and for the choice of parameters cs > ¢; + 1, the Lyapunov function

1 1
Va(z1,2) = zaf + =2° (4.15)
2 2
and its time derivative
d
&Va = —2] — 122 — (c3 — 1 +sin(xz1))2? (4.16)

show the global asymptotic stability of the equilibrium x; p = 2zr = 0 or 1 g = 0 and
T2R = —1.

FExercise 4.2. Show that for a suitable choice of parameters k; and ko, even the simple
state feedback

u=—kiz — koa3z (4.17)
leads to a closed loop with a globally asymptotically stable equilibrium.

Remark: Choose the Lyapunov function as V, = %z% + %22 and combine the
terms of V, appropriately.

These variations mentioned above demonstrate the design degrees of freedom of the
method. The generalization of the example discussed above is now possible in the following
form:

Theorem 4.1 (Integrator Backstepping). Consider the nonlinear system

x1 = f(x1) + g(x1)z2 (4.18a)
To=1u (4.18Db)

with the state xT = [X?, 1'2:| € R™1, the control input u € R, and xq = x(0). Assume

that a continuously differentiable function a(x1) with «(0) = 0 and a positive definite,
radially unbounded function V (x1) exist such that

(‘f{lv{f(xl) +g(x1)a(x1)} < W(x1) <0 (4.19)

and f(x1) satisfies £(0) = 0.

(1) If W(x1) is negative definite, then there exists a state feedback u = aq (X1, 22)
such that the equilibrium x1 gr = 0, o gr = 0 of the closed loop system is globally
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asymptotically stable with the Lyapunov function
1
Va(x1,22) = V(x1) + 5 (22 — a(x1))* . (4.20)

One possible state feedback is given by

u= a2 — alx1)) + peale}{fx1) +g(x)e2)
X1

0
— EV(Xl)g(Xl) g c>0.

(4.21)

(2) If W(x1) is only negative semidefinite, then there exists a state feedback u =
(X1, 22) such that the state variables x1(t) and xo(t) are bounded for all times
t > 0, and the solution of the system converges for t — oo to the largest positive
invariant set M of the set

(]
T2

Proof. Introducing the new state variables z = x9 — a(x) transforms (4.18) to

W(x1) =0 und z9= a(xl)} (4.22)

x1 = f(x1) + g(x1){z + a(x1)} (4.23a)
Z=u— aila(xl){f(xl) +gxi){z+a(x1)}} . (4.23b)

Substituting the state feedback (4.21) into (4.23), the time derivative of the positive
definite, radially unbounded Lyapunov function V,(x1, z2) from (4.20) satisfies

Ve = V) (1) + glx) (= + )} + 2{ ez — Vg |

< W(xp) — cz?

(4.24)

For W(x1) < 0, the global asymptotic stability of the equilibrium x; p =0, 29 r =0
is thus proven. In the case when W (x;) < 0, according to the invariance principle of
Krassovskii-LaSalle (see Theorem 3.4), it follows that

tllglo ®,(x0) € M (4.25)

with M being the largest positive invariant subset of set )

—Va=0 bzw. W(x1)=0 und z9= a(xl)}, (4.26)

Y=<{x= X1 e R d
X2

dit

which concludes the proof of the theorem above. O
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Ezercise 4.3. Design a nonlinear state feedback using the Integrator Backstepping
method for the system

Ii‘l = X1T2 (4.27&)

Satz 4.1 can now be extended to systems with a chain of integrators of the form

X = f(Xl) + g(xl)xg

.i'g = I3
T3 = T4 (4.28)
T =1Uu .

Assuming that a continuously differentiable function «;(x1) with a;(0) = 0 and a positive
definite, radially unbounded function V' (x;) exist such that condition (4.19) is satisfied,
and f(x7) satisfies the relationship £(0) = 0, the function

k
Va(x1,22,...,25) = V(x1) + = > (25 — ajo1(x1, 22, ..., 2j-1)) (4.29)
7=2

N | —

can be assumed as the Lyapunov function of the closed loop. To explain the procedure in
more detail, consider the case k = 3. The mathematical model (4.28) then reads

X = f(Xl) + g(Xl)IEQ (4.30&)
jjg = I3 (430b)
T3 =u (4.30c)

and the Lyapunov function (4.29) results in

1 1
Va(x1,29,23) = V(x1) + 5(3:2 —ap(x1))* + 5(3:3 — ao(x1,29))? . (4.31)
In a first step, introduce the state variables

21 = w9 — aq(x1) (4.32a)
Z9 = X3 — CkQ(Xl, 1'2) (4.32b)

and calculate the time derivative of the Lyapunov function (4.31) along a solution of the
system

v = 2 ) + g a1 + a0
+ 21 (963 - é)aalx(}fl)(f(xl) + g(X1)$2)) (4.33)

0 0
+ 29 <u — Txlaz(xl’@){f(xl) + g(x1)z2} — amag(xl,xg)xg) .
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Next, considering x3 in the first row of (4.33) as the input and applying Theorem 4.1
for it, we obtain

€T3 = OéQ(Xl, xZ)
(4.34)

= —c121 + aaxlozl(xl)(f(xl) + g(x1)x2) — aale(Xl)g(XO

with ¢; > 0. By replacing x3 = 22 + aa(x1, z2) according to (4.32) in (4.33), we get

d 0
aVa = TXIV(Xl)(f(Xl) + g(xl)al(xl)) —clz% + 2129

<W (x1) (4.35)

0 0
+ 29 <u — Tmaz(xl’m){f(xl) +g(x1)z2} — MQQ(Xl,JJQ)l‘g) .

Applying Theorem 4.1 again to (4.35) with the input u ultimately leads to the state
feedback

0 0
U= —21] — Ca29 + 8—X1a2(x1, x2)(f(x1) + g(x1)x2) + a—maz(xl, x2)x3 (4.36)

with ¢z > 0 and aa(x1,x2) according to (4.34).

Ezercise 4.4. Prove that for a negatively definite W (x;), the equilibrium x; = 0,
x9 = x3 = 0 is globally asymptotically stable. To which set do the solutions of the
system converge if W (x1) is only negatively semidefinite?

4.2 Generalized Backstepping

The method of Integrator Backstepping can now be extended to a class of nonlinear
systems of the form

Xl = f1 (Xl,Xg) (4.37&)
5(2 = fQ(Xl,XQ) +u (437b)

with the state x; € R", xo € RP and the control input u € RP. Without loss of generality,
assume that x; g = 0, X2 g = 0 is an equilibrium of the free system, i.e., for u = 0. If
this is not the case, then a state transformation X1 = x; — x1 g and X3 = X —Xg g and a
control input transformation 1 = u — ug can always be found such that this holds in the
new variables.

Theorem 4.2. Assume there exists a Lyapunov function V(x1) and a state feedback
X2 = a(x1) with a(0) = 0 such that the equilibrium x1 g = 0 of the system

5(1 = f1 (Xl, a(xl)) (438)

is globally (locally) asymptotically stable. Then, a state feedback u = u(xy,x2) with
u(0,0) = 0 can always be specified such that the equilibrium x; r =0, xo g = 0 of
the closed loop system (4.37) is globally (locally) asymptotically stable.
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Proof. The following proof is constructive and thus provides a computational proce-
dure to obtain the state feedback law.

(1) For the Lyapunov function V(x1), due to the asymptotic stability of system
(4.38), we have

gV(xl) = ;le(xl)fl(xha(xl)) <0. (4.39)

2) Now, introduce an auxiliary quantity G(xi,x2) in the form
) Yy q y >

L9
G(Xl,Xg) = 7f1(X1,V)

4.4
o dA (4.40)

v=a(x1)+Ax2

such that fj(x1, a(x1) + x2) can be expressed as follows
fy (Xl, a(xl) + XQ) =f; (Xl, Oé(Xl)) + G(Xl, X2)X2 (441)

To show this, multiply (4.40) from the right by x2 and replace the integrand
with the left-hand side of the subsequent expression

0 0
fl,égu’jlav)wzl + .04 fl,éi’;hv) T2,
0 .
5f1 (Xl, a(xy) + sz) = :
—_———— ; ,
Of1.n(x1,v Of1 n(x1,v
v 4f1’aq()11 )’x2,1 +o Tt ‘fl’aq(;pl )5’32,19 (4.42)
0
= —fi1(x1,V) X2 ,
ov v=a(x1)+Ax2

which yields

1
G(Xl,XQ)XQ = / Efl(Xl,V) X9 dX
0 8V v:a(x1)+)\x2 (4 43)
1 g ’
= 0 afl(xl, Ol(Xl) + )\XQ) dA
and consequently (4.41)
G(Xl,XQ)XQ = fl(Xl, a(xl) + Xz) — f1(X1, a(xl)) . (4.44)
(3) The state feedback law
Oda(x
u(Xl,Xg) = —fg(Xl,Xg) + ( 1)f1(X1,X2)
T
- [ G0 - ) (4.45)
—c(x2 — a(x1)), c>0
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guarantees the asymptotic stability of the equilibrium of the closed loop system.
The candidate for the Lyapunov function of the closed loop system is the
positive definite function

1
Va(x1,x2) = V(x1) + 5 lx2 — a(x1)]; (4.46)
The time derivative of V, along a solution of the system is

d
dt

f1(x1,x2)
_ |0V, OV, ’
Va1, %) = [3)(1 8"2} Lé(xbxz) +u (4.47)

Substituting u(xy,x2) and V,(x1,x2) from (4.45) and (4.46) into the equations,

we obtain
d oV Ja(x
Ve = i) + (2 — )™ =238y 1 xa) + o1,
Jdo(x
— fo(x1,x2) + 85(11)f1(X1’X2)
oV (x T
— 3( 1)G(X1,X2 - a(xl))} —c(x2 — a(xl))}
X1
ov
= oy, 10x1,%2) = G(x1, %2 — (x1)) (x2 — (1))}
— ¢flxz — a(x)lf; -
(4.48)
Replacing x2 with xo — a(x1) in (4.44), we get
G(x1,x2 — a(x1))(x2 — a(x1)) = fi(x1,x2) — fi(x1, a(x1)) (4.49)
Hence, for (4.48) we have
d ov
@ = g il alx) —clxz —alx)l; < 0. (4.50)
=4V (x1)<0
Thus, Theorem 4.2 is proven.
O

As an application example, consider the active damping system of a vehicle shown in
Figure 4.1, also see Figure 5.5.

A hydraulic actuator is mounted in parallel to a spring-damper system with the spring
constant ks and the damping constant ds between the vehicle chassis and the suspension.
The inflow ¢ of oil into the hydraulic actuator can be adjusted via a current-controlled
servo valve. The dynamics of the servo valve are approximated by a first-order time delay
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vehicle chassis
’J_‘ __________ - A Ts
——
Mg q ‘(’dszks Tq = Ts — Ty
[© | My 11— A LTy
/ hydraulic wheel
actuator
kg
road Lr
reference -
Figure 4.1: Active vehicle damping system.
element in the form
Ty = —CopTy + kyiy, Cy, ky >0 (4.51)

describing the spool position x, and the servo current as input 4,. The oil flow ¢ then
results from the relationship (compare to (1.49))

i Kv,l\/pS —px, for x,>0 (4 52)
E Kv,Z\/p —pra, for x, <0 .

with the tank pressure pr, the supply pressure pg, the pressure in the cylinder p, and the
valve coefficients K, 1 and K, 2. For simplicity, assuming the oil is incompressible, i.e.,
4p =0, and neglecting the leakage oil flows, (4.51) and (4.52) can be written as follows

q q .
= —c + Ky, T, >0 4.53a
Ky1v/ps —p "Koavps—p ! (4.53a)

q q .
=—c + kyly, T, <0 4.53b
Ky2v/p —pr "Koov/p—pr ! ( )

The state feedback, also called servo compensation,

7:*

— Y for z,>0
iy = { Koavps —p o (4.54)
b for z,<0

Ky2v/p —pr
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with the new input ¢;, then leads to the differential equation for the oil flow

4= —cvq + kyiy, . (4.55)
Furthermore, due to the assumption of oil incompressibility, the relation
Fo = % (4.56)
holds with the piston area A. Now, a damping behavior of the form
q=a(z,) = —A(dlzra + dgazz), dy, dy >0, (4.57)

is desired, where for small displacements (z, <) a linear behavior is assumed (23 is
negligible compared to z,), and for larger displacements, damping proportional to the
third power of x, is considered. This allows the application of the backstepping method
from Theorem 4.2 with n = p = 1, X1 = Zq, X2 = ¢, u = kyiy, fi(x1,x2) = %, and
fo(x1,%2) = —cq:

(1) The equilibrium x, = 0 of the system (4.56) with the fictitious state feedback (4.57)
is asymptotically stable, which can be directly shown with the Lyapunov function

V(z,) = 5%a (4.58)
and its time derivative along a solution of the system
d _ 2 4
aV(xa) = —(dlxa + dzxa) <0 (4.59)

(2) In this case, the auxiliary quantity (4.40) reads

Glawd) = [ (%)

(3) The state feedback according to (4.45) is given by

d)\ =
g=a(za)+Aq

1
R (4.60)

. da(ra) g OV(ze)1
kyiy = cpq + oz, A o, A c(qg — a(z,)), c>0 (4.61)

or with the choice ¢ = ¢, we obtain

1 3 2 1
i, = k—v (—ch(dl:):a + dgzca) — (d1 + 3d2xa)q — iL'aA) . (4.62)
As one can easily verify,
2
Lo, 1 3
Va(xan Q) = §Ia +§ q + A(dlIa + dea) (463)

it
V(za) —a(za)

is the corresponding Lyapunov function of the closed loop system given by (4.46).

Therefore, the state feedback for the servo current command of the servo valve consists
of (4.54) and (4.62).
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Ezercise 4.5. Given is the mathematical model (1.15) of the rotational motion of a
satellite as shown in Figure 1.1

@11@1 = —(@33 — @Qg)wgwg + My (4.64&)
O2wy = —(O11 — O33)wiws + Ms (4.64b)
O33w3 = —(O22 — O11)wiwa + M3 (4.64c)

with the angular velocities w1, wg, ws, the moments of inertia 11, G99, O33, and the
moments My, My, and M3 around the principal axes of inertia.

(1) In a first step, design a controller using the Computed-Torque method according
to Section 4.5 so that the equilibrium wi gr = wa p = w3 r = 0 is asymptotically
stabilized.

(2) Now assume that the cold gas thrusters in the z3 axis have failed, i.e., M3 = 0.
Design a state feedback controller according to Theorem 4.2 in such a way that
for this case, the equilibrium of the closed loop system wi p = wo p = w3 g =0
remains globally asymptotically stable. Why can the Computed-Torque method
no longer be applied here?

4.3 Adaptive Control

In this section, some basic concepts of Lyapunov-based adaptive control are discussed
using simple examples. To illustrate the idea, consider the simple nonlinear system

& =u+0p(x) (4.65)

with the state x € R, the control input v € R, and the unknown but constant parameter
f € R. Assuming in a first step that the parameter 6 is known, the equilibrium x = 0 is
asymptotically stabilized by the state feedback

u=—0p(z) — iz, with c1>0. (4.66)

A possible Lyapunov function is given by

1 )

V(z) = 51:2 >0, V(z) = —c12® <0 . (4.67)

Substituting an estimated value 6 for the unknown parameter 6 in the state feedback

(4.66), the change of V(z) = 1z? along a solution curve of the closed loop system is given
by

i =—c1x — 0p(x) + 0p(x) = —cra — (é - 9) o(z) . (4.68)
=0
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The expression for the change of V(z) = %xz along a solution curve of the closed loop

system is
V(z) = —ci12® — fp(z)x . (4.69)

To eliminate the indefinite term in the estimation error 0, the Lyapunov function is
extended by an additional quadratic term

== — 4.
Ve(x,ﬁ) V(x)+2 0 57 —1—270 >0, >0 (4.70)

and the change of Ve<x, 9~> along a solution curve of (4.68) is calculated as

. ~ ~ 1d -
— 2 _ —
Vi(2,0) = ez +9( o(x)z + the) . (4.71)
The differential equation of the estimated value 0 is then determined such that the
bracketed expression in (4.71) vanishes, i.e.,
d d d

&9 = &(9 — 9) = aﬁ =yp(x)x , (4.72)

resulting in Ve(x, 5) as

Ve<:r,0~) =122 <0 (4.73)

From Theorem 3.4, it is immediately clear that lim; o z(t) = 0.

The assumption that the (nonlinear) state feedback stabilizes the system for known
parameters 6 is also referred to in the literature as the certainty equivalence property,
which is essential for a variety of adaptive controller design methods. Furthermore, it
is easy to see that the unknown parameter 6 affects the system (4.65) in the same way
as the control input u, and thus the effect of the term 0p(z) can be easily compensated
for known 6 through the control input. This structural property is also known in the
literature as the matching condition. In the next part of this section, it will be shown that
the design of the parameter estimator still analogous even when the matching condition
is violated to the extent that the control input u affects the system with the unknown 6
only after one integrator. In this context, it is also referred to as the extended matching
condition. Hence, the associated system with the extended matching condition for the
parameter 6 takes the form

&1 = xo + Op(x1) (4.74a)
By =u. (4.74b)

In the first step, design a state feedback using the simple integrator backstepping method
assuming that the parameter 6 is known (certainty equivalence property). For the fictitious
control input

x9 = —0p(x1) — c121, cg >0 (4.75)
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the asymptotic stability of the equilibrium z; = 0 of the first subsystem immediately
follows with the Lyapunov function

1 .
V(z1) = 595% >0, V() = —0133% <0. (4.76)
Setting the Lyapunov function of the overall system as

1 1
Va(z1,22) = 51’% + §(x2 + 0p(z1) + c121)? (4.77)

and calculating the control input « from

Va(x1,20) = x1(z2 + Op(x1)) +(z2 + 0p(x1) + c111)

=—c1z?+(v2+0¢(z1)+c1a1)T1

X (u + <986x1g0($1) + 61> (w2 + 990(551))>

(4.78)
= —c12% + (w2 + Op(21) + c171)
0
X <’LL + <9 (:El) + Cl) (SL‘Q + 090(1131)) + $1)
(9:131
=—co(r2+0p(z1)+c171), c2>0
yields
0

U= — («983:190(561) + cl> (2 + 0p(x1)) — 21 — co(x2 + Op(x1) + c11) - (4.79)

To calculate the state feedback and the parameter estimator for a constant but unknown
parameter 6, the following Lyapunov function

~ 1 1 ~ 2 1 -~
Ve(:vl,:vg, 0) = Ex% + 5(.%2 + 0p(x1) + clxl) + %92, v >0 (4.80)

with the parameter estimation error 0 = 0 — 0 is used. The time derivative of Va (ml, 9, 9~>
is given by
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V, = x1(z2 + 0p(x1)) +(:c2 + égo(xl) + clxl)

=—c122+(z2+0p(x1)+c171 )21 —0p (21 )71
d -

~ 0 1
(1t (geton) + o1 ) (@ + 0p(on) + (o) 50) + 203
_ 2 7
= —c1x] + (1‘2 +0p(z1) + 61331) (4.81)

X (u + (9(;21@(331) + 01> (mg + é(p(l'l)) + 1+ (iéSO(JCl))

=—cCo (x2+é<p(x1)+clx1), co>0

d A1 «

+0 (—(,0(:51)3:1 + &05 — (xg + écp(xl) + clm1> <9ail<p(m1) + cl)gp(xl)> .

=0

The state feedback and the parameter estimator then follow as

u=— <§a¢(x1) + cl> (ZL'Q + écp(:nl)) — T — iégp(ml) — (ZL'Q + égp(:ﬂl) + 611‘1)

8.1‘1 dt
(4.82)
and
4G )( + (22 + (1) + )(éa (1) + )) (4.83)
dt = vYp\T1)| T1 X9 YT C121 8w1g0 X1 C1 . .

As an application example, consider the mathematical model of a simplified biochemical
process of the form

i1 = [po(z2) + b1p1(z2) + b2002(22)|21 — Dy (4.84a)
iy = —klpo(w2) + O1p1(22) + O2p2(w2)]x1 — Daa +u (4.84b)

with z1 as the concentration of the bacterial population, xo as the concentration of
the substrate, the specific growth rate p(z2) = [po(z2) + 0191 (x2) + O2p2(z2)] with the
unknown but constant parameters 61 and 05, the substrate feed rate u as the input, and
the system parameters D and k. Note that both the state variables 1 and xo as well
as the specific growth rate p(zq) are always non-negative. The task of control is now to
regulate the concentration of the bacterial population z; to a predetermined reference
value 1 4.
In the first step, one performs a regular state transformation of the form

z1 =In(z1) —In(xy4) bzw. z1 =1 4exp(21) (4.85a)

zZ9 = X9 bzw. Tro = 29 (485b)
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and the system (4.84) in the new state z' = [21, 2o reads
21 = [po(22) + O191(22) + O202(22)] — D (4.86a)
Zo = —k[po(22) + 0191(22) + Oap2(22)]z1,0€xp(21) — D22 +u . (4.86Db)

If one interprets po(22) as a fictitious input in the first differential equation of (4.86), it
can be easily verified that the control law

QDU(ZQ) = —914)01(22) — 02@2(22) +D — C1%1, c1 >0 (487)

asymptotically stabilizes the desired equilibrium 21 4 = 0 (1 = 21,4). In this context, one
chooses the Lyapunov function as

1 .
Vi) = 52’% >0, V(z1) = —c127 <0. (4.88)

To derive the state feedback and the parameter estimator for 87 = [f;, 65], one chooses a
similar Lyapunov function as shown before, i.e.,

- 1 1 . 2 1. -
Ve(z7 9) = iz% + 5 ((p[)(ZQ) + BTLpIQ(zg) — D+ clzl> + §9TI‘_19 (4.89a)
with
R o N ] .
0" =[01.6],  pia(z2) = l%(”)} , 0= H —0-90 (4.89b)
pa(22) 02

and the positive definite matrix I'. The change of the Lyapunov function V,(z, 8) along a
solution of the system (4.86) is calculated as
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: AT
Ve(z, 0) =2 (cpo(zg) + 0T 5(22) — D) + (goo(zz) +0 ¢i9(22) — D+ 01z1>
1d g

0 0 . . d.T ~T_
<822900(22)+9 a¢12(22)>22+0121+d9 9012(22)) +6'T %

()

AT _
B Z1<[g00(z2) +0 pip(2) — D+ Clzl} —c121 — 9
8 AT 8 . . d T
((aZQSOO(zg) +6 822('012(22>>Z2 it 0 o 2))
d
dt

¢12(22) - D+ 612’1> + 9TI‘*1—9

T 0 T 0 :
= —c17] + (@0(22) +0 pi5(22) - D+ Clzl) <(8800(z2) +6 69012(22))22

. A ~T d
+c14 + dte p1a(22) + zl) +6 (—zlcpu(zg) +I 1dt0>

0 T O
=—c12} + (‘PO(ZQ) +6 ‘Pm( 2) — D+ 0121) { (aZQSDO(ZQ) +0 822‘:012(320

x | =k |po(z2) + OT P12(22) | 21,0exp(21) — Dzo + u

_éT_éT
+ (z2)+ OF ()| =D ié 12(22) +
c1| [wolz2 I #ialz d z2) + 21
AT =T
"8
‘*T ld
+6 <—21<P12(2'2)+F dto)

AT 0 ~T O
= —c12} + (%(22) +6 ¢19(22) — D + Clzl) { (%WO(ZQ) +0 822“012('22))

« (k: [¢O(ZQ) + 9T<p12(z2)] 1 gexp(z1) — Dy + u)

+Cl<[¢0(z2) + éT‘P12(Z2>} - D) +%9T‘P12(Z2> + Zl}

~T d AT

<[ (mpoen) + 8 - prale) Jpraza)naexnlan) — )]

(4.90)

Ezercise 4.6. Calculate the relation (4.90).

| Remark: Take your time for this task.

The state feedback is obtained by setting the simply underlined expression in (4.90)
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AT
equal to —co <900(22) +60 p5(22) —D+cy z1>, where ¢ > 0, and the parameter estimator

follows directly by setting to zero the double underlined expression in (4.90) and the fact
that $6 = £6.

4.4 PD control law for rigid body systems

If ¥ = [q1, 42, ..., qn] denotes the generalized coordinates of a mechanical rigid body
system, then the equations of motion are obtained from the so-called Euler-Lagrange
equations

d/ o 0

“(—L)--"L=7,, k=1,....n 4.91

dt (3% ) g, k (4.91)
with the generalized velocities q = %q, the generalized forces or moments 71 =
[T1,72,...,Tn], and the Lagrangian L. For rigid body systems, the Lagrangian always

results from the difference between kinetic and potential energy, that is, L =T — V. Under
the assumption that

(1) the kinetic energy T' can be expressed as a quadratic function of the generalized
velocities ¢ in the form

T=y > dij(a)did; = §qTD(q)q (4.92)
j=1i=1

with the symmetric, positive definite generalized mass matrix D(q), and
(2) the potential energy V(q) is independent of q,
the equations of motion (4.91) can be written in the form

D(q)4+C(q,q)a+g(a) =7 (4.93)

To show this, substitute 7" from (4.92) and V(q) into the Euler-Lagrange equations (4.91)
and with

0 " )
—L=> dij(q)i; , (4.94a)
j=1

(4.94D)

0
—L== A (Q) iy — — 4.94
5 'E_ E_ o0 (a)diq; aqu (4.94c)
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(4.91) finally simplifies to

deJ j + Z Z(aqidkj((l) - 28qkdij(q))qiqj +87qu =Tk . (4.95)

Now, writing for

SN gdi@id =53 (j%dkj<q> ¥ aaqjdkxq)) Gy (496)

j=1i=1 "1 j=14i=1

the term B from (4.95) follows as

n n 1 9 5 5
Jz::“:l 2 <8Qi ki(Q) o, (@)= 5, g(q)) Gid; (4.97)
cijr(Q)

where the terms c;j1,(q) are referred to as Christoffel symbols of the first kind. Furthermore,

if we set g—;;(q) = gx(q), then from (4.95) and (4.97) we immediately obtain the equations

of motion in the form
n n n
> dii(@)d; + D> cie(Q)did; + gr(a) = 7 - (4.98)
j=1 j=14=1

As can be seen, the equations of motion (4.98) contain three different terms - those
involving the second derivative of the generalized coordinates (acceleration terms), those
where the product ¢;¢; appears (centrifugal terms for i = j and Coriolis terms for i # j),
and those that depend solely on q (potential forces). As stated above, the equations of
motion can thus be written in matrix form

D(q)q +C(q,q4)q +g(q) =7 (4.99)

with the (k, j)-th element of the matrix C(q, q) given by

C(q, q)[k, ] chk (4.100)

FExercise 4.7. Transform the mathematical models from Exercise 1.6 and 1.7 into the
structure of (4.99).

For stability considerations, the following essential theorem now applies:

Theorem 4.3. The matriz
is skew-symmetric, i.e.,

njk(a, 4) = —nui(a, q) - (4.102)
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Proof. To prove this, consider the (j, k)-th component of the matrix N(q, q) in the form

Njp = Z(;qidjk(q) - 2Cikj(Q)>Qi

i=1

(4.103)
- 0 0 0 )
= ; <8q2 k(g %djk(q) - T%dﬂ(q) + aqjChk(Q)) di
then it follows
" 0 0 .
Nk = ; (‘Mdji(Q) + aqjdik(Q)> Gi (4.104)
or by interchanging the indices j and k
Ngj = Zn: <_adki((l) + adij(q)> Gi (4.105)
=\ g Oqr,

and taking into account the symmetry of the mass matrix D(q), i.e., dx;(q) = dix(q), we
immediately obtain the result nj; = —ng;. ]

In the next step, we will show how a PD control law can asymptotically stabilize a
constant desired position of the generalized coordinates qq. For this purpose, a control
law of the form

7 =Kp(as—a) -Kpd + g(a) (4.106)
——
€q

is used with the positive definite matrices Kp and Kp, where the compensation of the
potential forces g(q) guarantees that q = qg is an equilibrium of the closed loop. With
the positive definite function
. 1, .1
V(a,4) = 54 D(@)a + ;e;Kpe, (4.107)

as the Lyapunov function and its time derivative along the solution of the closed loop
(4.99) and (4.106)

d o L Lo ,
—V(a,d4) = 4"D(q)d + -4"D(a)q + e] Kpé,

dt 2
= 4" (-C(a,4)a+ Kp(as —a) — Kpd) + ;"' D(a)d + e;pr\e’q_/
~9 (4.108)
T 1. T T . . T .
=q <2D(Q) C(a,¢ ))q+q Kp(qa—q) — e, Kpa—q Kpq
=0 =0
<0

the asymptotic stability of the desired position qq follows directly from the invariance
principle of Krassovskii-LaSalle (see Theorem 3.4). It should be noted at this point that
this PD control law (4.106) also leads to very good results for slowly varying desired
trajectories qq(t) (i.e., where qq(t) is very small).
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Exercise 4.8. Design a PD controller for the mechanical systems in Exercise 1.6 and
1.7 according to (4.106). Choose suitable parameters and perform simulations of the
closed-loop systems in MATLAB/SIMULINK.

Exercise 4.9. Figure 4.2 shows a robot with three degrees of freedom with rod masses
m;, rod lengths [;, distances from the rod base to the center of mass [.;, and moments
of inertia Iz, Iyyi, 1. (all cross-moments are assumed to be zero) in the body-fixed
coordinate system (x;,y;, z;) for i = 1,2,3. A mass my, is attached at the end of the
third rod. The three degrees of freedom of the robot are the rotation around the z;
axis of rod 1, the rotation around the zo axis of rod 2, and the rotation around the 3
axis of rod 3. The action of the actuators is idealized as torque 7; in the connecting
joints.

Design a PD controller to stabilize a given desired position and simulate the control
loop in MATLAB/SIMULINK. Use the following numerical values: mq,mg, ms, mp, = 1
kg, lc1,le2,le3 = 1/2 m, I1,l2,l3 =1m, [;31 = yyl = Lgz2 = 1222 = Ipe3 = 1.3 =0.1
m?, and 1,1 = Iy = I3 = 0.02 m™.

N2

Figure 4.2: Robot with three degrees of freedom.

4.5 Inverse Dynamics (Computed-Torque)

Since the inertia matrix D(q) in (4.99) is positive definite, it can also be inverted, and
thus the control law of inverse dynamics (Computed-Torque)

7 =D(q)v+C(q,q)q + g(a) (4.109)

leads to a closed loop of the form

qg=v (4.110)
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with the new input v. One can now specify a controller for v such that the error
system converges globally asymptotically to a trajectory qq(t) that is twice continuously
differentiable. For this purpose, v is given in the form

v=d4—Ko(a—ay) —Ki(q—da) (4.111)
— —
€q &4
with suitable positive definite diagonal matrices Ky and K;, and the error dynamics then
reads

é, +Kié; + Koe, =0 . (4.112)
Hence, the error dynamics can be freely adjusted by choosing the matrices Ky and Kj.

Ezxercise 4.10. Design a controller for the mechanical systems of exercises 1.6 and 1.7
using the Computed-Torque method according to (4.109) and (4.111). Choose suitable
parameters and perform simulations of the closed control loops in MATLAB/SIMULINK.
Compare the results with those of exercise 4.8.

It is well known that system parameters such as masses, moments of inertia, etc., are
generally not precisely known and therefore cannot be ideally compensated for, as shown
in (4.109). However, the rigid body systems of the form (4.99) have the property that a
parameter vector p € R™ can always be found in such a way that it appears linearly in
the equations of motion, i.e.,

with an (n, m)-matrix Y1(q,q,q) and a vector Yo(q,q,q) consisting of known functions.
It should be noted that the entries of the parameter vector p might themselves depend
nonlinearly on the system’s masses, lengths, etc. Now, if an estimated value p of the
parameter vector p is substituted into the control law (4.109), then the control law (4.109)
and (4.111) becomes

7 = D(a)(ds — Koe, — Kiéy) + C(a, a)a + &(a) (4.114)
and the error system (4.112) results in

D(q)(&, + Koe, + K1&,) = D(q)d + C(q, 4)q + &(q)

Yo(q,9,4)+Y1(q,9,4)p

(4.115)
— | D(q)d + C(q,q)q + g(a)

Yo (qquq)—"_Yl (q7q7q)p

It should be mentioned at this point that the quantities D and D, C and C, as well as oy
and g differ only in that the parameter vector p is replaced by p, but their entries remain

functionally the same. Assuming the invertibility of ]f)(q), one can ultimately rewrite
(4.115) in the form

&, + Koey + Kie, = D(a) ' Yi(q,9,4)p = P (4.116)
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or as a first-order differential equation system

dieq) _ 1 Onn Ennlieg 4 | On ®p (4.117)
dt éq —KO -K; éq En,n
—————— ——
A B

with p = p — p and the identity matrix E. Since the matrices Ky and K; were chosen
in such a way that the error system is asymptotically stable, the matrix A is a Hurwitz
matrix, and according to Theorem 3.7, for every positive definite matrix Q, there exists a
unique positive definite solution P of the Lyapunov equation

ATP+PA+Q=0. (4.118)

To develop an adaptation law for the estimated value p of the parameter p, a Lyapunov
function of the form

V(eq, €q,P) = {eT éT}P (.eq

~ Tr~
Toe] +p'Tp (4.119)

€q
is assumed with a symmetric, positive definite matrix I', and its time derivative along a
solution is calculated

€q
€q

Sv=-[er &1]Q %

+2p* <<I>TBTP

+ I‘df>> : (4.120)

e, dt

Assuming that the parameter vector p is constant (or changes sufficiently slowly compared
to the system dynamics in practice) yields the adaptation law

d d e
—p=—p=-T"'@e"BTP| 4.121
P = P Lq : (4.121)
which results in (4.120) becoming
dy ~lel ef]Q %l <o. (4.122)
dt a é,

This immediately demonstrates the stability of the equilibrium of the error system
€q,R = éq,R =0.

To prove asymptotic stability, Barbalat’s Lemma is used (see Theorem 3.14). From the
fact that V(eq, &, P) from (4.119) is positive definite and %V from (4.122) is negative
semidefinite, the boundedness of e,, &;, and p directly follows. Assuming that the matrix
ﬁ(q) remains positive definite and invertible through parameter estimation guarantees
that the entries of ® in (4.116) are also bounded. From (4.116) and (4.121), it can then

be immediately seen that &, and %f) are bounded. This implies that C(li—;V is bounded,
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and consequently, according to Theorem 3.13, %V is uniformly continuous. This allows

the application of Barbalat’s Lemma, resulting in

. d
Jim =V =0 (4.123a)
or
tll>rro10 e = tlg(r)lo € =0. (4.123b)

One disadvantage of this method is that to calculate Y from (4.113) or ® from (4.116),
either the acceleration ¢ must be measured or approximated by differentiating the velocity
q. In practice, q is often simply replaced by qq.

Ezxercise 4.11. Design a controller using the Computed-Torque method with parameter
adaptation according to (4.114) and (4.121) for the mechanical systems in exercises
1.6 and 1.7. Choose a deviation of +15% from the nominal parameters and simulate
the closed-loop systems in MATLAB/SIMULINK. Compare the results with those from
exercise 4.10 where the actual parameters deviate by +15% from the nominal values.

FEzercise 4.12. Design a trajectory tracking controller using the Computed-Torque
method for the three-degree-of-freedom robot shown in Figure 4.2 and perform an
adaptation for the end mass mp,g according to (4.121). Simulate the closed-loop
system in MATLAB/SIMULINK for an end mass mp,st = 20 kg. Note that for the
nominal value of the end mass, Myt = 1 kg.

Exercise 4.13. Show that the controller according to Slotine and Lt

T=D(q)vV+C(q,q)v+gla) —Kp@—-v), v=qa—A(q—aqs) (4124

leads to an asymptotically stable error system for e, = q — qq with a positive definite
diagonal matrix A.

Remark: Introduce the generalized control error
s =¢&;+ Aey (4.125)

as an auxiliary quantity and consider the Lyapunov function

V= 5sTD(q)s (4.126)

Lecture Nonlinear Dynamical Systems and Control (SS 2026)
©A. Deutschmann-Olek and A. Kugi, Automation and Control Institute, TU Wien



4.6 References Page 101

4.6 References

[4.1] H. K. Khalil, Nonlinear Systems (3rd Edition). New Jersey: Prentice Hall, 2002.

[4.2] M. Krstié, I. Kanellakopoulos, and P. Kokotovié, Nonlinear and Adaptive Control
Design. New York: John Wiley & Sons, 1995.

[4.3] E. Slotine and W. Li, Applied Nonlinear Control. New Jersey: Prentice Hall, 1991.

[4.4] E. D. Sontag, Mathematical Control Theory (2nd Edition). New York: Springer,
1998.

[4.5] M. W. Spong, Robot Dynamics and Control. New York: John Wiley & Sons, 1989.
[4.6] M. Vidyasagar, Nonlinear Systems Analysis. New Jersey: Prentice Hall, 1993.

Lecture Nonlinear Dynamical Systems and Control (SS 2026)
©A. Deutschmann-Olek and A. Kugi, Automation and Control Institute, TU Wien



5 Singular Perturbation Theory

There are many (nonlinear) dynamic systems that consist of a slow and a fast subsystem.
In this chapter, such systems will be analyzed in more detail, and it will be clarified
under which conditions the fast subsystem can be approximated by its corresponding
quasi-stationary solution.

5.1 Basic ldea

In state-space representation, a system consisting of a fast and a slow subsystem can be
described in the form

x =fi(t,x,2,¢) (5.1a)
ez = f5(t,x,2,¢) (5.1b)

with the small positive perturbation parameter € € [0,e0], time ¢t € [tg,t1], and state
X € D, C R" and z € D, C R™. Furthermore, it is assumed that f; and f5 are
continuously differentiable with respect to all arguments (t,x,z,¢). Now, if we set £ = 0
n (5.1), the differential equation system (5.1b) degenerates into a system of algebraic
equations of the form

0 = fr(t,x,,2,,0) . (5.2)

Assuming that the nonlinear equation system (5.2) has k > 1 isolated real roots of the
form

Zy = q(t,Xr) (53)

for each (t,x,) € [0,t1] X Dy, a well-defined n-dimensional reduced mathematical model of
the form

x, = f1(t, %x,,q(t,%x,),0) (5.4)

can be computed for each root. In this case, it is said that (5.1) is in the standard form
of singular perturbation theory, and (5.4) represents the corresponding quasi-stationary
model.

The following examples illustrate how a singularly perturbed state-space representation
according to (5.1) can arise during the modeling of dynamic systems and how the singular
perturbation parameter € comes into play.
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Ezample 5.1 (Direct Current Machine). Assuming a constant excitation (1 constant),
the mathematical model of a direct current machine can be written as follows according
to (1.38) with k4 = ke

d

ec’&w = k'AZA — ML (55&)
d

LAaZ'A:UA—RAZ‘A—]fAW (5.5b)

Assuming that the armature inductance L 4 is very small, L 4 can be directly used as
a singular perturbation parameter €, and the system (5.4) is already in the standard
form of singular perturbation theory according to (5.1) with z = w and z = ig4.
Setting e = L4 = 0 in (5.5), we obtain from (5.5b) for R4 # 0 the (unique) isolated
root

. ug — kaw
= £ 5.6
‘A Ra (5:6)
and thus the quasi-stationary model
d k% kA
—_— = —— —_— — . .
@Gdtw R + R, A My, (5.7)

One drawback of this approach is that the singular perturbation parameter € = L4 is
a dimensioned quantity, and therefore, based solely on the value of L4, it cannot be
concluded that (5.5b) represents a fast subsystem. For this reason, a normalization
according to (1.39) is introduced in the form

MpR4
k%wg

w 5 UA ~ iaRA ~
= und My =

W=—, Upg= =
wo’ kawo’ kawo

(5.8)

with the nominal angular velocity wg, and (5.5) follows in normalized representation
as

d~ ~ ~

TM&W =14 — ML (59&)
d7 ~ ~ ~

TAazA:uA—zA—w (5.9b)

with the electrical and mechanical time constants

Ly RAO¢
Ty = — d Ty = .
A RA un M k124

(5.10)
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Finally, with the normalized time ¢ = t/Ty;, (5.9) results in the standard form of
singular perturbation theory

d ~ ~
Ty d-~ ~
—T;E{iA:@A—iA—@ (5.11Db)

with the dimensionless singular perturbation parameter

 Ta  Lak%

ST Ty T 0ck,

<1, (5.12)

since the electrical time constant T4 is much smaller than the mechanical time constant
Tyr. Figure 5.1 shows simulation results of the full and reduced models for T4 = 10
ms, Ty = 200 ms, @4 = 1, the load torque profile My, (f) = 1/2(c(f — 1) — o (f — 2))
with the unit step function o(-), and initial values i4 = 0 and & = 0.

1
0.8
0.6 - ; :
04f SRR R R R R RN R R PR
0.2H - IR, B

—— Full model
----- Reduced model

Time ¢

Figure 5.1: Simulation results of the full and reduced models of the direct current
machine.

Example 5.2 (Cascaded Control Loop). The cascaded control loop given in Figure
5.2.
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T kp1 'u %XZAX-I-bU y\
kpg U}() T | y = CTX >

o |

| inner loop '

Figure 5.2: Cascaded control loop.

In the inner control loop, an actuator is controlled by a high-gain controller. The
open loop of the actuator is modeled as a Hammerstein model with a static input
nonlinearity 1 (e) (in this case, ¥(0) = 0, ex(e) > 0 for all e # 0) and a linear
dynamics (in this case, an integrator with transfer function G(s) = kp1/s with a very
large gain factor kp; > 0). The controlled actuator acts on a linear time-invariant
single-input system

—x = Ax+ bu (5.13a)
y=clx (5.13b)

with state x € R”, input u € R, and output y € R, which is controlled in an outer
control loop by a P-controller with gain factor kps. The state-space representation of
the closed loop is thus

%x = Ax+bu (5.14a)
1 d T
k—mau = ¢<kp2 (r —c X) — u) . (5.14b)

It is immediately apparent that for kp; > 1, the quantity e = 1/kp; < 1 represents
a suitable singular perturbation parameter, and the system (5.14) is in the standard
form of singular perturbation theory (5.1). The reduced model for ¢ = 0 or kp; — 00
is directly obtained as

d
X (A = kpabe™)x + kpobr (5.15)
corresponding to the block diagram in Figure 5.3.
d
r kps SxX = A;: +bu| Y
B y=c'x

Figure 5.3: Block diagram of the linear system (5.14b).
In the context of singular perturbation theory, the inner control loop is considered as
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a pass-through, essentially reflecting the basic idea of cascaded control.

Example 5.3 (Electrical Network). Consider the nonlinear electrical network shown
in Figure 5.4 with voltage-controlled nonlinear resistors i = 1 (u), linear resistors R
and R¢, voltage sources U, and linear capacitors C.

R¢
1
. C
C U w(ul)
—_ |U1 U2 | ==
LS el e T
U U
Figure 5.4: Electrical network.
The mathematical model for this is
CL i = LU =) = vlwr) - = (w1 — ) (5.16a)
dtul =R Uy Uy Ro U — U .
Ly = LU~ wa) — () + = (w1 — un) (5.16b)
w2~ g 2 2 Re 1 2) . .

Now, assuming that the resistance Rc < 1, then (5.16) can be written in the form

1
e = &(U —wy) — %¢(u1) — 5u — ) (5.17a)
d 1
etz = é(U —up) — %1&(1&) + 5 —uz) (5.17b)

with the singular perturbation parameter ¢ = Rc. Obviously, (5.17) does not have
isolated roots for e = 0, because u; — ug = 0, which is why the system (5.17) is not
in the standard form of singular perturbation theory (5.1).

Performing the regular state transformation
1 1
x = §(u1 +u2) und =z = §(u1 — ug) (5.18)

leads to the standard form of singular perturbation theory from (5.16) to

d 1 1
22 = ol —2) — 5@ +2) + ¥z - 2) (5.19a)
6%2 = —&z - %(1/)(1‘ +2)—¢Yx—2)) — %z (5.19b)

with the quasi-stationary model (¢ = 0 implies the unique isolated root z = 0)

d 1 1
ETR ﬁ(U —z) — alb(x) : (5.20)
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Ezercise 5.1. Draw the equivalent circuit diagram for the quasi-stationary model
(5.20). Scale the quantities appropriately so that the singular perturbation parameter
€ becomes dimensionless.

5.2 Different Time Scales

In the following, the order of approximation O(-) is needed, which is defined as follows:
Definition 5.1 (Order of Approximation). We write d1(e) = O(d2(¢)) if positive
constants ¢; and ¢y exist such that

101(g)] < c1]d2(e)|  for alle |e| < co (5.21)

holds.

To illustrate the definition, some examples are given below:
o " =0(e™) for all n > m, since [g|" = [g|"|e|"™ < |e|™ for all |g] < 1

o 1+5e=0(1),since |1+ 5e| < |1+ bea| for all |e] < e
2

€ 1
1+e¢

o &2/(1+¢)=0(e?), since 2| forall g <cp <1
e

<
-1

Suppose x(t;€) and z(t;€) denote the solution trajectory of the system (see (5.1))

x =f1(t,x,2,¢), x(to;e) = x0(¢e) (5.22a)
ez = fo(t,x, 2, ¢), z(to; e) = zo(e) , (5.22b)

where x¢(¢) and zo(e) are smooth functions of €. For the corresponding dimension-reduced
quasi-stationary model (see (5.4))

x, = fi (ta Xr, q(ta Xr)a O)v XT(tO) = XO(O) (523)

only n initial conditions can be specified, as the values of z,(ty) = z,0 = q(¢,x0(0)) are
fixed at time ¢ = t¢ through the relationship z,(¢) = q(¢,x,(t)) (see (5.3)). Note that
there may be a significant difference between the initial value zg(¢) of the full model (5.22)
and the initial value z,¢ of the quasi-stationary system. Regarding the accuracy of the
quasi-stationary model, one can expect at most for a time interval ¢ € [ts, t1] with t5 > ¢
that

z(t;e) —z,(t) = O(e) . (5.24)

For the state x of the slow subsystem, due to the consistent initial condition, one can
indeed expect the approximation order to hold for the entire time interval ¢ € [tg, ¢1]

x(t;e) —x,(t) = O(e) , (5.25)
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x(to; £) — % (to) = Xo(e) — %0(0) = O(e) . (5.26)

If the approximation order z(t;¢) — z,(t) = O(e) holds in the time interval ¢t € [t,, 1]
with ts > to, then obviously the initial error z(to;e) — z,(to) = zo(¢) — 2,0 must decay
accordingly in the time interval ¢ € [to, t5]. This time interval [to, ts] is also referred to as
the boundary layer in the context of singular perturbation theory. It should be mentioned
at this point that in the limit ¢ = 0, the fast subsystem (5.22b) with z = f5/e for f5 # 0
instantaneously converges to the quasi-stationary model, and for sufficiently small ¢ < 1,
it is also expected that within the boundary layer interval, the initial error zo(¢) — zyo
decays in such a way that the approximation order z(t;e) — z,(t) = O(e) holds in the
time interval t € [ts, t1] with ¢ > to.

By using the state transformation

y=z—q(t,x) (5.27)

with q(¢,x) according to (5.3), the quasi-stationary solution of z is transformed to the
origin, and the system (5.22) in the new state (x,y) is given by

% = fi(t, %,y + q(t,x), 2) (5.28a)

d
€y = fz(t,X,y+ q(t,X),E) - E&q(t,X) (528b)

with initial values x(to;€) = xo(e) and y(to;€) = zo(€) — q(to,%X0(€)). If we now perform
a time transformation of the form

t—to _ d d
d damit e—y = — 2
und damit ey = -y (5.29)

we see that for € = 0, the new time 7 tends to infinity, for any time ¢ that is sufficiently
greater than £3. This means that the quantities ¢ and x change very slowly in the time
scale 7, and in the limit ¢ = 0, they are kept constant at ¢ =ty and x = x¢(0). Therefore,
the fast subsystem (5.28b) in the time scale 7 for ¢ = 0 reads

v = (10, %0(0), 5 +alto,x0(0)),0) , ¥4(0) = 7(0) —alto,x0(0)) . (5.30)

T =

If the equilibrium ys = 0 of (5.30) is asymptotically stable and y(0) belongs to the basin
of attraction, then one can expect that the initial error ys(0) decays within the boundary
layer interval. Outside the boundary layer interval, it must be ensured that ys(7) remains
close to zero while the quantities x and ¢ are allowed to move very slowly away from x((0)
and to. Therefore, (5.30) is rewritten in the form

d
Vs = f2(t,x,ys + q(t, x),0) (5.31)

with the fixed parameters (t,x) € [to,t1] X D,, and (5.31) is referred to as the boundary
layer model. For the boundary layer model (5.31), uniform exponential stability of the
equilibrium ys = 0 is now required in the slowly varying parameters ¢ and x. For this
purpose, the following definition is introduced (compare with Definition 3.12):

Lecture Nonlinear Dynamical Systems and Control (SS 2026)
©A. Deutschmann-Olek and A. Kugi, Automation and Control Institute, TU Wien



5.2 Different Time Scales Page 109

Definition 5.2 (Exponential stability of the boundary layer system). The equilibrium
yvs = 0 of the boundary layer model (5.31) is uniformly exponentially stable in the
slowly varying parameters (¢,x) € [to,t1] X D, if positive constants ki, ka2, and ks
exist such that

[ys(T)Il < k1llys(0)|| exp(—kor) for alle |[lys(0)]| < ks, (¢,x) € [to,t1] X D
(5.32)

holds for all times 7 > 0.

The verification of exponential stability according to Definition 5.2 can now be done
either locally based on linearization, i.e., for all eigenvalues \; of the matrix

0
7f2(t7 X7 yS + q<t7 X)7 0) (533)
dys
it holds that Re(\;) < —c < 0 for all (t,x) € [to,t1] X Dy, or it can be shown using
Lyapunov theory according to Theorem 3.10, i.e., there exists a Lyapunov function
V(t,x,ys) such that

alys (DI < Vit x,3) < asllys (7)1 (531
oV .
Gy By + (3.0 < —aullys(7)]™ (535)

for all times 7 > 0, (t,%,ys) € [to,t1] X Dy X D, with D, C R™ and positive constants o,
j=1,...,4.

The previous results can now be summarized in Tikhonov’s theorem. The proof can be
found in the literature cited at the end.

Theorem 5.1 (Tikhonov’s Theorem). Consider the singularly perturbed problem (see
also (5.22))

x = fi(t,x,2,¢), x(to; €) = x0(€) (5.36a)
ez = f5(t,x,2,¢€), z(to;e) = zo(e) (5.36D)

with the isolated root z, = q(t,x,) of (5.36b) for e =0, see also (5.3). Assume that
for all

[t,x,2 — q(t,%x),€] € [to,t1] X Dy x Dy x [0, &

with D, C R", D, C R™ (furthermore, let D, be convex), the following conditions
hold:

A.) The functions f1 and f5, whose first partial derivatives with respect to (x,z,¢)
and the first partial derivative of fo with respect to t are continuous. Furthermore,
the first partial derivatives of q(t,x) and %fg(t,x,z, 0) are also continuous in
the arguments, and the initial conditions xo(g) and zo(e) are smooth functions

of €.
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B.) The dimension-reduced quasi-stationary model (see also (5.4))
x, = f1(t, x,,q(t,%,),0) , x,-(tp) = %0(0) (5.37)
has a unique solution on a compact subset of D, in the time interval [to,t1].

C.) The equilibrium ys = 0 of the boundary layer model (see also (5.31))

d
oY = f(t,x,ys + q(t, x),0) (5.38)

is uniformly exponentially stable in the slowly varying parameters t and x (see
Definition 5.2) with the compact basin of attraction 2y C D,,.

Then there exists a positive constant €* such that for all zo(0) — q(to, x0(0)) = ys(0) €
Qy and 0 < € < &, the singularly perturbed problem (5.56) has a unique solution
x(t;e) and z(t;€) in the time interval [tg,t1], and the approximation

x(t;e) — %,(t) = O(e) (5.39)
2(t;€) — a(t, %+ (£)) — ¥ (t - t”) — 0(e) (5.40)

€

holds for all t € [ty,t1]. Moreover, there exists a positive constant e** < e* such that
z(t;e) — q(t,x,(t)) = O(e) (5.41)

holds for all t in the time interval [ts,t1], ts > to, and all € < £**.

The statement of Theorem 5.1 refers to a finite time interval [to,¢1]. If one wishes to
extend this to an infinite time interval ¢ € [tg, 00), point B.) of Theorem 5.1 must be
replaced by the exponential stability of the equilibrium of the quasi-stationary model
(5.37) for all t € [tg, 00).

Ezxercise 5.2. Given is the singularly perturbed problem

i =x+ 2, x(0) = xo (5.42a)
2 241, 2(0) = 2 . (5.42Db)

The goal is to find an O(e) approximation of x(t) and z(¢) in the time interval

t € [0,1]. For zy = zp = 0, the approximated model for £ = 0.1 and ¢ = 0.05 should

be compared with the original model (5.42) in a simulation in MATLAB/SIMULINK.
Remark: For the simulation, consider that the system tends to infinity in finite
time (shortly after t =1 s).

ci==zx
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FExercise 5.3. Given is the singularly perturbed problem

T=x+z, z(0) = xg (5.43a)
2

i =—— arctan(;r(2x + z)), 2(0) = zg . (5.43b)
T

The goal is to find an O(e) approximation of z(¢) and z(t) in the time interval
t € [0,1]. For zy = zp = 1, the approximated model for ¢ = 0.1 and ¢ = 0.2 should
be compared with the original model (5.43) in a simulation in MATLAB/SIMULINK.

5.3 Linear Time-Invariant Systems
Given is the singularly perturbed linear time-invariant system in standard form (5.1)

X=Aux+ Az (5.44a)
ez = Ag1x + Ayoz (5.44b)

with matrices Aj; € R™*", Ao € R™™, Ay € R™*™ and Agy € R™*™. Setting ¢ =0
in (5.44b), under the assumption that Ags is regular, the resulting algebraic equation can
be explicitly solved in the form

7, = — A5 Ao, (5.45)
Substituting (5.45) into (5.44a) yields the quasi-stationary model as
)'(7» = (A11 — A12A2_21A21>XT . (546)

The boundary layer model (5.31) is calculated using the state transformation y = z +
A} Agix (see (5.27)) as

d —1

Ey = A21X + A22 (y — A22 A21X) = A22y . (547)
For linear time-invariant systems, it is immediately clear that according to Theorem 5.1,
the matrix Ags must be a Hurwitz matrix (all eigenvalues with real part strictly less than

zero). Hence, the following theorem holds (for a proof, refer to the literature cited at the
end):

Theorem 5.2 (On the Eigenvalues of Singularly Perturbed LTI Systems). If Agy
from (5.44) is reqular, then the first n eigenvalues of the system (5./4) converge to
the eigenvalues of the matriz Ay — A12A2_21A21 as e — 0, see (5.46). The remaining
m eigenvalues approach infinity at a rate of 1/e along the asymptotes defined by the
eigenvalues of the matriz Aga, see (5.47).

Theorem 5.2 is also of great importance for the analysis of nonlinear systems. Typically,
in a first step, one always linearizes the nonlinear system around one or more operating
points and calculates the eigenvalues of the resulting dynamics matrix. If these eigenvalues
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are significantly far apart in magnitude, this is a clear indication of different dynamics in
the system and is usually a starting point for formulating the mathematical model in the
standard form of singular perturbation theory according to (5.1). Consider the nonlinear
system of the form

W = f(w, u) (5.48)

with w € D,, C R"™ and u € RP. The linearization of the system (5.48) around an
equilibrium point (wg,ur) with f(wg,ur) = 0 reads

d 0 0
u=upr u=up
—_— ——m——— | —
A B

The eigenvalues of the dynamics matrix A characterize the dynamics of the system in
the vicinity of the equilibrium point (wg,ug). Assuming that these eigenvalues can be
clustered into n slow and m fast eigenvalues (typically, the time constants differ by a factor
of 10 or more) and vy,...,v, and V41, ..., Vo, denote the corresponding eigen- and
principal vectors or real and imaginary parts of the complex-valued eigen- and principal
vectors for the transformation to real Jordan normal form. The real Jordan normal form
of the linearized system (5.49) is obtained directly using the regular state transformation

Aw = [vl, R T P ,Vn+m} AW (5.50)
A%
resulting in
Y AW =V IAVA® + VB Au (5.51)
A B

or with AwT = [AXT, AZT]

Ax| A 0 ][Ax B,
o) [Rno )34 B, -

Here, the state Ax € D, C R™ describes the slow part and Az € D, C R™ the fast part
of (5.52). Through the regular state transformation (5.50), the slow and fast states can
be directly assigned to the original state variables Aw in the form

Ax
Az

d

dt

] =V iAw (5.53)

This approach can be carried out for different equilibrium points (wg,ur) and is also
very helpful in the analysis of the nonlinear system (5.48). In this way, one obtains an
indication of which states or combinations of states form the fast subsystem of (5.48).
This procedure, combined with domain-specific knowledge of the system model, usually
allows for formulating the system (5.48) in the standard form of singular perturbation
theory (5.1). For the resulting quasi-stationary model (5.4), it must always hold that
the m fast eigenvalues are no longer present in the linearization around the respective
equilibrium point.
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Ezxercise 5.4. Calculate the first-order quasi-stationary model for the nonlinear system
iy = —41xs — 23 + 8xy29ws — Tadws — 302923 + 323wy — 4atx3 — 3wy03 4 2721 23
— 680x3 — 29022 + 29021 + %u
iy = Tx3xs — x5 + 3Twox3 + 49235 + 10021 — 10029 — 20023 + 102323 — 20212023
— 40$1x§ + %u

i3 = —10z3x3 4+ 20212923 + 402125 — 102323 — 402923 — 5025 + 1002 — 10022
- 200333

and verify the result through simulation in MATLAB.

Example 5.4 (Spring-mass-damper system). Given is the mathematical model of a
linear spring-mass-damper system with the spring stiffness ¢, damping constant d,
mass m, and external force F' in the form

ST d
U I R
The eigenvalues of the dynamics matrix A are calculated as

d d\?> ¢
Ao =—— = — - —. 5.55
1.2 2m <2m) m ( )

F. (5.54)

Under the condition d < 2y/mc there exists a complex conjugate pair of eigenvalues,
for d = 2y/mc we have A\; = Ao, and for d > 2/mc we obtain two real eigenvalues.
If the damping d > 2,/mc and tends to infinity in the limit, then eigenvalue \;
approaches zero and Ao approaches —%. Thus, the system contains slow and fast
dynamics. Choosing € = ", equation (5.54) can be written in the standard form of

singular perturbation theory as follows
=0 (5.56)

1
ey = ST ut EF (5.57)

and the quasi-stationary model is

c 1
b, = —— -F. 5.58
Ty dajr + P ( )
Under certain conditions, the behavior of a second-order system can be approximated

very well by a first-order system.
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Exercise 5.5. Given is the transfer function of a second-order system

V

G =17 26(sT) + (sT)°

Under what conditions and in what form can the system be approximated by a first-
order system? Construct an example and compare the step responses in MATLAB.

Ezample 5.5 (Suspension system). Figure 5.5 shows the schematic representation of
a quarter-car model with the wheel mass m,, wheel stiffness k;, sprung mass m,
suspension spring and damper constants ks and dg, and the actuator force F' due to
an active or semi-active suspension system.

vehicle chassis

A 375
)
ms T d % ke
'l
o un a LTy
J wheel
k¢
road or
reference

Figure 5.5: Quarter-car model.

Using conservation of momentum, the two differential equations are obtained as

msis = F — ks(-rs - mu) —ds(ds — xu) (5'59)
MyZy = —F + ks(xs - xu) + ds(fbs - xu) + kt(xr - -ru) ) (560)

where z,(t) denotes the excitation caused by road variations. In state-space repre-
sentation, a linear time-invariant dynamic system of 4th order is obtained in the
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form
Ts 0 1 0 0 Ts 0 0
d _ ks _ds ks ds 1 0
QY| _ | Tme " ms ms me ||V 4| me |F o z,  (5.61)
dit |z, 0 0 0 1 Ty 0 0
v ks ds  _kstke  _ds ||, _ 1 ke
u My Moy Moy May u My My

with input variables F' and z,. Considering the two subsystems, wheel and body

mass, separately, the corresponding natural frequencies are 4/ r}:Tt and %

For typical vehicles, the natural frequency of the wheel n’% is about an order of

magnitude (i.e., a factor of 10) higher than the natural frequency ,/7];—2 of the body.
This suggests that (5.61) contains a fast and a slow subsystem, and the ratio of the
two natural frequencies

A/ L ksm

ms slity

€= = <1 5.62

[ ki kimg ( )
Moy

represents a suitable singular perturbation parameter. To transform the system (5.61)

into the standard form of singular perturbation theory (5.44), a time normalization

T =1,/ 75;3 is applied to the slow time constant, and a scaling and transformation of

the state variables in the form

Ts =xsy|—, Vs=0s, Tq= (Ty— 1) ﬁ, Vg = Uy — Ty (5.63)
ms n

is carried out. It is important to note at this point that the introduction of the

relative position x, — x, between the road surface and the wheel is crucial, as this

essentially represents the fast dynamics. In contrast, the deflection of the wheel x,,

itself also includes slow components due to the partially slowly varying road excitation
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x,(t). The time-normalized and scaled system is given by

z, 0 1 0 0 %, 0
d ~ -1 __ds € dg ~ 1
. Us — Vmsks V msks Us + msks F+
ar | ey 0 0 0 1 g 0
U ksmg ds _ ks+E __ds ~ _ 1
E’Ud kt;:zu \/mukt kt ; \/mukt 'Ud_ vV mukt
—_———
A(e) b (5.64)
0 0 [0
| ks ds 0
+ 6”8 T, + "8*’“5 &y + 0 Ey .
_ kst+k ke __ds _
\/muktz t V mi Vmyk ¢
g1 82 83

By appropriately factorizing the matrix A(e) and the vectors b and g;, j =1,...,3,
the reduced quasi-stationary model is calculated as (see also Theorem 5.2)

d |Zs _ Tg
- l ] = (A1~ Ax(0)Az As ) [

Us Us

] + (b1 — A12(0)Az by ) Ft

\ | (5.65)

+ Z(gﬂ —A12(0 A2_21gj2>$1(ﬂ]_1)
7j=1

with the j-th time derivative 1‘(])( t) of z,(t). Thus, we have

dljﬂ [0 1 “a;]Jr[ 0
RN U —ds ~ 1
dT Us -1 Vmsks Us Vmsks

In the unnormalized state variables at time ¢, the reduced quasi-stationary model
(5.66) reads

F+| 4 |ér+

msks

0
- ] 2, . (5.66)

m

msis = F — ks(xs - xr) - ds(jjs - i7‘)7 (567)

which corresponds to the schematic representation in Figure 5.6.
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vehicle chassis

Ts

FT A
_ nﬂ d, % ks
F
| .
/ road

reference SO [

Figure 5.6: Reduced quasi-stationary model of a quarter-car.

Ezercise 5.6. Show the validity of (5.64).

Ezercise 5.7. Calculate the corresponding quasi-stationary model and the associated
boundary layer model for the singularly perturbed linear time-invariant system

q 1 0 1 0|z
1 |%2| = -1 =2 1||z (5.68)
€z 0 1 —1]]z

Investigate the behavior of the eigenvalues as a function of the singular perturbation
parameter ¢.

FEzercise 5.8. Derive the quasi-stationary model for the mathematical model of the
hydraulic actuator (1.50). Take into account that the typical bulk modulus Sr of
hydraulic oil is very large.

FEzercise 5.9. Derive the quasi-stationary model for the mathematical model of the
separately excited DC motor (1.38) assuming that the time constant of the armature
circuit is significantly smaller than the time constant of the field circuit and the
mechanical time constant.
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6 Exact Linearization and Flatness

This chapter deals with the basics of designing state feedback using differential geometric
methods. In a first step, the fundamental ideas and relationships are presented based on a
representation in local coordinates. A more detailed differential geometric interpretation
of the concepts is then provided in the appendix A.

6.1 Input-Output Linearization

Although the theory presented here is also applicable to more general nonlinear systems
of the form

x = f(x,u), (6.1a)
y = h(x,u), (6.1b)

we will, for simplicity, focus on the class of nonlinear systems with affine input (also
referred to as affine input systems)

x =f(x) + g(x)u (6.2a)
y = h(x) (6.2b)

with state x € R”, input u € R, output y € R, smooth vector fields f(x) and g(x), and a
smooth function h(x).

Ezercise 6.1. Show that the parallel connection, series connection, inversion, and
feedback of affine input systems remains affine in its inputs.

Examining the time derivative of y along a solution curve of (6.2), we obtain

oh, oh

Y= T (f(x) + g(x)u) = Leh(x) + Lgh(x)u . (6.3)

In (6.3), the expressions L¢h and Lgh describe the Lie derivative of the scalar function
h(x) along the vector fields f(x) and g(x). Assuming Lgh(X) # 0, in a neighborhood
U C R" of X, the system (6.2) can be transformed, using

1
Lgh(x)

(—Lgh(x) +v) (6.4)

u =

into a first-order linear system with new input v and output y of the form

y=v (6.5)
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Now, if the expression Lgh(x) from (6.3) is identically zero in a neighborhood U of X, the
time derivative of y = Lgh(x) along a solution curve of (6.2) is calculated as

- OLeh()  OLeh(x)
YT T x o 0x
It is worth noting that LEA(x), k € IN is defined by the recursion

(f(x) + g(x)u) = Lih(x) + LgLeh(x)u . (6.6)

Lih(x) = Le(L§'h(x)),  Lgh(x) = h(x), (6.7)
which directly leads to the definition of the relative degree of an affine input system (6.2).

Definition 6.1 (Relative degree of a single-input system). The system (6.2) has the
relative degree r at the point X € U if

(A) LgLEh(x) =0,k =0,...,7 — 2 for all x in the neighborhood U of %, and
(B) LgLi*h(%) #0.

It is easy to see that the relative degree r corresponds exactly to the number of temporal
differentiations that need to be applied to the output ¥ in order for the input u to appear
explicitly for the first time. To see this, consider the following chain

y = h(x)
§ = Lgh(x) 4+ Lgh(x) u
=0
i = Lih(x) + LgLeh(x) u
N————
=0 (6.8)

y Y = LI h(x) + LgLi2h(x) u
=0
Yy = LEh(x) + Lot ' h(x)u .
Clearly, the state feedback law

1

u=—————(—L{h(xX)+v 6.9
LgL;flh(X)( f ( ) ) ( )
leads to a linear input-output behavior in the form of an r-fold integrator chain

Yy = . (6.10)

Ezample 6.1. Considering a linear time-invariant single-input system

X =Ax+bu (6.11a)
y=c'x (6.11b)
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with a relative degree r, the conditions (A) and (B) from Definition 6.1 are

(A) c™b=cTAb=...=cTA"™?b =0 (6.12a)
(B) cTA™'b#£0. (6.12b)

Since the transfer function associated with (6.11) can be written in the form

Gls) = ¢"(sT— A) " 'b = %cT <1 _ ‘?)11) _ %cT i(?)jb (6.13)
=0

it is immediately apparent that the first non-vanishing term for j = r — 1 with s" in
the denominator. The relative degree of a linear time-invariant single-input system
corresponds to the difference in degree between the denominator and numerator
polynomials of the associated transfer function.

Using a (local) diffeomorphism z = ®(x), the system (6.2) with relative degree r
can be transformed into the so-called Byrnes-Isidori normal form. A nonlinear state
transformation of the form

z = ) = ®(x) (6.14)

Pn(x)

is called a local diffeomorphism if (A) ®(x) is invertible for all x in an open neighborhood
U C R™ of a point X (i.e., there exists a ®!(z) such that ®~!(®(x)) = x) and (B) both
®(x) and ®7!(z) are smooth mappings.

Lemma 6.1 (State transformation to Byrnes-Isidori normal form). Assume that
system (6.2) has a relative degree r < n at the point X. If r is strictly less than n,

then one can always find (n —r) functions ¢r41(X),. .., ¢n(X) such that with
h(x)
th(x)
z1 :
z=|:|=®(x)= |Li 'h(x) (6.15)
Zm ¢r+1(x)
| on(x) |

a local diffeomorphism in a neighborhood U of X is given. Furthermore, it is always
possible to choose the functions ¢ri1(X),...,¢n(x) such that Lgpi(x) = 0, k =
r+1,...,n, forallx € U.

The proof of this lemma can be found in the literature cited at the end.
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Applying the nonlinear state transformation (6.15) to system (6.2) using (6.8), one
obtains the transformed system in Byrnes-Isidori normal form

Z"l = 29

232 = Z3
i . (6.16a)

Z = Lih(®7Y(z)) + Ll ' h(®7(2))u = b(z) + a(z)u

Zrp1 = Legry1 (271(2)) + Lgdrgr ('1’_1(Z)) u = qr41(2)

=0
i = Ledn(®71(2) + Lgon (@71 (2) ) u = gu(2) |
=0
Yy=2z . (6166)

Theorem 6.1 (Exact Input-Output Linearization). Assume that the system (6.2)
has a relative degree r < n at the point X. The state control law

! th(x) +ov
U= @(—b(z) +v) = m(—th( ) +v) (6.17)

transforms the system (6.2) or (6.16) in a neighborhood U of X into a system with a

linear input-output behavior from the new input v to the output y with the transfer
function

G(s)=— . (6.18)

The theorem can be trivially shown by substituting (6.17) into (6.16). Furthermore, it
is easy to see that by choosing the new input v in the form

T T
v==) aj 1z +0=—) aj_lLﬁ_lh(X) + (6.19)
j=1 7=1

the denominator polynomial of the transfer function G(s) from input ¥ to output vy,

~ 1
G(S) = 1 5 (620)
S"+ap_18" +...+a1s+ ag
can be freely specified via the coefficients aj, 7 =0,...,r — 1.
Ezample 6.2. For the system
—x$ cos(z2)
X = |cos(z1)cos(xg) | + 1 u (6.21a)
i) 0
(e 911
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compute a state feedback law using the method of exact input-output linearization.
The relative degree of (6.21) is calculated as

cos(z2)
Lgh()=[0 0 1| 1 [=0, Lgleh(x)=1#0 (6.22)
—— 0
e}
ox 3
g(x)

to be r = 2. With ¢1(x) = h(x) = x3 and ¢2(x) = Leh(x) = x2, the first two
components of the state transformation are fixed to Byrnes-Isidori normal form
according to (6.15). The third component ¢3(x) is chosen such that ®(x) is a (local)
diffeomorphism and satisfies

5 cos(x2) 5 5
Lgps(x) = a—xqﬁg(x) (1] = o ¢3(x) cos(xa) + 8—@(]53()() =0. (6.23)

A more detailed analysis of the partial differential equation (6.23) shows that any
function with argument sin(x2) — x; is a suitable solution. Furthermore, the Jacobian
matrix of ®(x)

P P I3 0 0 1
52X = o o =10 1 o], (6.24)
sin(zg) — 1 —1 cos(zg) O

confirms that ®(x) is a diffecomorphism. The system (6.21) in Byrnes-Isidori normal
form is given by

=2
o :{232 — L2h(®1(2)) + LeLeh(®'(2))u = b(z) + a(z)u (6.252)
% {z5 = Legs(@7'(2)) = g3(2) (6.25b)
y==2 (6.25¢)

with

Lzh(x) = cos(z1) cos(z) , (6.26a)
LgLeh(x) =1, (6.26h)
Les(x) = o + cos(x1)(cos(w2)) (6.26¢)

x=®"(z) = 29 : (6.27)
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Thus, (6.25) reads

. 21 =2 .
1 -{22 = cos(sin(zz) — 23) cos(z2) + u (6.28a)
S2i{ss = (sn(ea) — )" + coslsin(zz) — z)(cos(z)® - (6:280)

Note that for computing the state feedback law (6.17), (6.19) using exact input-output
linearization, the transformation to Byrnes-Isidori normal form (6.28) is not necessary.
One can directly calculate the control law in the original coordinates x with (6.17),
(6.19)

u = —cos(x1) cos(xe) — aprs — ajwe + U . (6.29)

However, notice that for < n, the input-output behavior of the system controlled
by the state feedback law (6.17) is described by a system of lower order (namely
r) than the system order n, compare (6.2) or (6.16) with (6.18) or (6.20). From
linear control theory it is known that this can only occur if the state-space model
is not fully reachable or not fully observable (or both). Furthermore, it is known
that an unstable non-reachable and/or non-observable subsystem implies that the
plant cannot be stabilized by any designed controller for the given actuator-sensor
configuration. Obviously, the state feedback law (6.17), (6.19) leads to a stable closed
loop only if the — as will be shown in the next section — non-observable subsystem o
according to (6.16) is (asymptotically) stable.

6.2 Zero Dynamics

In the first step, we will discuss the so-called Qutput-Zeroing Problem: how must the
initial state xo and the control input u(t) of the system (6.2) be chosen so that the output
y(t) is identically zero for all times ¢. This question can be immediately answered using
the Byrnes-Isidori normal form (6.16). For a more compact notation, the states of the
subsystems ¥; and Yo are combined into two vectors of the form

21 Zr41
E=|:| und p=| : (6.30)

Zr Zn

Lecture Nonlinear Dynamical Systems and Control (SS 2026)
©A. Deutschmann-Olek and A. Kugi, Automation and Control Institute, TU Wien



6.2 Zero Dynamics Page 125

and the system (6.16) is rewritten as

21 = 29

Zo =z
Y S (6.31a)

L =b(&m) +al§ n)u
% i =a&n) (6.31b)
y==z. (6.31c)
It is now immediately clear that from y(t) = h(x) = z; = 0, it follows
y=Leh(x) = 20 =
3'/' = L%h(x) = Z3

0,
0,

(6.32)
y=b = Ly h(x) =2 =0

for all times t. Furthermore, the control input u(t) must satisfy the following condition

b(0,n(t))
a(0,m(t))

so that %, = L{h(x) = 0 for all times ¢, see (6.31). Here, n(t) denotes a solution of the
differential equation

b(0,m) +a(0,n)u =0= u(t) = — (6.33)

n=q(0,7) (6.34)

with the initial state £(0) = 0 and 1(0) = n, arbitrarily chosen. The differential equation
(6.34) now describes the so-called internal dynamics of the system, which arises from
selecting the initial value and the input in (6.31) or (6.2) in such a way that the output
y(t) vanishes identically for all times ¢. This internal dynamics (6.34) is also referred
to as zero dynamics. Geometrically, this can be interpreted as the trajectories of the
system (6.2) for the control input u(t) according to (6.33) remaining on the manifold

Mc = {x € R"|h(x) = Leh(x) =,...,Li 'h(x) = 0} for all times, provided that the
initial state xg lies in M.

FExample 6.3. Consider the linear time-invariant single-input system

x = Ax +bu (6.35a)
y=clx (6.35b)

with the relative degree r and the transfer function

bo+bis+ ...+ by_ps""
ag+a1s+ ... +ap_15" L+ sn’

G(s) =

by # 0. (6.36)
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matrices A, b, and ¢ are given by

[0 1 0
0o 0 1
A= ;
0 0 0
|—ap —a —Qp_9

1

_an—L

I
2

CTX

cTAx

cTA™1x

I

Tn—r

br—r

by 0 0
* bp—r O
() o
* *
T = 0 0
0
0O 0 ... 1 0 0 0
L n—r columns r columns

It is easy to verify that T is regular, as T has the following structure

If the system is in the first standard form (controllability canonical form), the system

(6.37)

To transform the system (6.37) to Byrnes-Isidori normal form, we introduce the
following (linear) state transformation according to (6.15)

(6.38)

(6.39)

The system (6.35) in the transformed state z is therefore in Byrnes-Isidori normal
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form given by

21 = 22
Z9 =23
) (6.40a)
2 =clA"T 'z+cTA" 'bu
% {n =P&+Qn (6.40b)
y==z. (6.40¢)

From (6.35) and (6.37), it is immediately apparent that for the components of
N = [241,..., 2] = [21,...,Tn_,], the following holds

Zi‘j:fL‘jJrl, j:1,...,n—r. (6.41)

Furthermore, x,,_,11 can be calculated from the relationship z; = cT'x =boxy + ...+
bp—rTp—r+1, which yields (note that b,_, # 0 according to (6.36))

1

Tpn—r+l1 = b (Z1 — boxl — ... bn_T_lxn_,,«) . (6.42)

n—r

Thus, the matrices P and Q of the subsystem Y5 of (6.40) are given as follows

[0 10 ]
0 0 1 . 0
Q=| : : : , (6.43a)
0 0 0 1
_670 _bil _ bp—r—2 _ bn—r—1
L bn—r br—r bn—r [
0 0 0 0
P = (6.43b)
0O 0 ... 0 O
1
5. O 0 O
According to (6.34), the zero dynamics of the system (6.40) are
n=Qn, (6.44a)
n(0) =mny , (6.44D)
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where the characteristic polynomial of the matrix Q looks as follows
bo+b1s+ ...+ by 18" F b, s (6.45)

It can be seen that the eigenvalues of the zero dynamics (6.44) for the output y are
identical to the zeros of the corresponding transfer function G(s) according to (6.36).

Ezxercise 6.2. Calculate and analyze the zero dynamics of the system

T3 — T3 0

X=| —xz2 |+ |[-1|u (6.46a)
2 — 13 1

y=2x . (6.46b)

Without loss of generality, assume that x = xg = 0 is an equilibrium point of the system
(6.2) for u = ur = 0, i.e., f(0) = 0, and h(0) = 0 for the following. The equilibrium
point zp = {gﬁ,nTR} = ®(xp) of the corresponding system in Byrnes-Isidori normal
form (6.16) is then €5 = 0 (cf. (6.15), (6.30)) and np is calculated as the equilibrium
point of the zero dynamics (cf. (6.34))

0=q(0,np) . (6.47)

Definition 6.2 (Minimum-phase nonlinear system). The system (6.2) is said to be
locally asymptotically (exponentially) minimum-phase at xp = 0 if the equilibrium
point np of the zero dynamics (6.34) is locally asymptotically (exponentially) stable.

At this point, it should be noted that according to Definition 6.2, the property of phase
minimality depends on the equilibrium xp and can therefore vary for the same system
from one equilibrium to another.

Considering now the system (6.2) in Byrnes-Isidori normal form (6.31) given as

21 = 22
Z9 = 23
(6.48)
Z=b(&,m) +a(§,n)u
n=a(&mn)
y=z
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and substituting the control law (6.17) and (6.19) with ¢ = 0, i.e.,

1 T
w= | =) — Y0
a<e,n>( & =2 )
(6.49)
1 - i1
= ———— | -L{h(x) — L2 h ,
Lgli ' h(x) ( e jzlaj e k) )
the closed loop system becomes
E=A,¢ (6.50a)
n=a(mn) (6.50b)
y=z==4 (6.50c)
with
0 1 0
A =| " : h S (6.50d)
0 0 ... 1

—ap —a1 —Ar_2 —0ar_1

It is immediately apparent that the subsystem 1 = q(&, n) is not observable via the output
y, as the state n has neither a direct nor an indirect influence on the output y through
the state &.

If one chooses the coefficients a;, j =0,...,r — 1 in (6.50) such that A, is a Hurwitz
matrix, and if the system (6.2) is locally exponentially minimum-phase at xz = 0 according
to Definition 6.2 (corresponding to & = £ = 0 and = np), i.e., all eigenvalues of
3—3(0, np) have strictly negative real parts, then the dynamics matrix of the linearized
closed loop system (6.50) around the equilibrium & = €5 = 0 and n = Ny given by

d
dt

Ag
An

[ A 0 A€

- [3‘3(07%) ggm,nR)} lAn (6.51)

is also a Hurwitz matrix.

FEzercise 6.3. Show that the dynamics matrix of (6.51) is a Hurwitz matrix if A, and
%?,(0, Ng) are Hurwitz matrices.

According to Theorem 3.8, the equilibrium xp =0 or £ = £ = 0 and 1 = np of the
closed-loop system (6.50) is locally asymptotically (exponentially) stable.

Obviously, the method of exact input-output linearization for the system (6.2) only
yields a stable control loop if the system is asymptotically (exponentially) minimum-phase.
Note that this property can be easily verified without explicit calculation of the zero
dynamics using the indirect method of Lyapunov according to Theorem 3.8. To do this,
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linearize the system (6.2) around the equilibrium point xz = 0, ugr = 0 in the form

d

—Ax = AAX + bAu (6.52a)
Ay = ctAx (6.52b)
with
A= <6i>(XR) + (gi)(XR)UR ; (6.52c)
b =g(xgr) , (6.52d)
T = (g}’z)@cm | (6.52¢)

The eigenvalues of the linearized zero dynamics correspond to the zeros of the transfer
function (see (6.36), (6.44), and (6.45))

G(s)=cT(sI—A)'b. (6.53)

According to Theorem 3.8, the system is locally asymptotically (exponentially) minimum-
phase at xg = 0, ugr = 0 if all zeros of G(s) from (6.53) have strictly negative real parts,
and it is not if at least one zero of G(s) lies in the right open complex half-plane.

6.3 Input-State Linearization

The problems associated with zero dynamics obviously do not arise when the relative
degree r = n. Assuming that the system (6.2) with the output y = h(x) has relative degree
r = n, then the system can be mapped to the new state z by the state transformation
(i.e., a diffeomorphism, see (6.15))

o L};;;(?c)
2= || =ap)=| " (6.54)
. L ho)
and the control law (see (6.17))
W= (—b(z) 4 v) = (—L2A(x) + v) (6.55)

a(z)

into an exactly linear system in the new state z of the form

LgLi ' h(x)

0 1 0 0
z=|" " lz+ | |v (6.56)
1 0
0 0 1
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with the new input v. Equation (6.56) is often referred to as the Brunovsky normal form
and z as the Brunovsky state of the system (6.2).

Even if the output y = h(x) of the system (6.2) has a relative degree r < n, one can
ask whether there exists a fictitious output y = A(x) that has a relative degree r = n.
According to Definition 6.1, A(x) must satisfy the following conditions:

(A) LgLEA(x) =0,k =0,...,n — 2 for all x in the neighborhood U of X and
(B) LeLi 'A(R) #0.

As can be seen, \(x) must satisfy several partial differential equations of higher order,
since for example the expression LgLgA(x) has the following form

Laled() = 5 ( (52360 )60 )2 (6.57)

One can now transform the partial differential equations of higher order for A\(x) into
a system of first-order partial differential equations of the so-called Frobenius type. For
this purpose, the concept of the Lie bracket [f,g] or the Lie derivative L¢g of a vector
field g(x) along a vector field f(x) must be introduced, which is defined in coordinates as
follows

[£.gl(x) = Leg(x) = 5 >f(x) — o 8(x) . (6.58)

Analogous to the k-fold repeated Lie derivative of a scalar function (6.7), the k-fold Lie
bracket can also be defined recursively in the form

adfg(x) = [f,adf 'g|(x),  adfg(x) = g(x) (6.59)
using the operator ad. With the help of the relationship
L[ﬂg])‘(x) = LLgA(x) — LgLeA(x) , (6.60)
the higher-order partial differential equations
LgA(x) =0,
LgLeA(x) =0,

e (6.61)
LgLi A(x) =0,

LgLy 'A(X) # 0
can be rewritten into a system of first-order partial differential equations of the Frobenius
type

LgA(x) =0,

Ladfg(x))‘(x) =0,
(6.62)

Lad?—2g(x))\(x) - O 5

0.
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To show this, note that from LgA(x) = 0 and LgL¢A(x) = 0 it follows that

Ladeg(x)A(X) = L LgA(x) — LgLgA(x) = 0. (6.63)
=0 =0

Recursive application of (6.60) shows that from LgA(x) = 0, LgLfA(x) = 0, and
LgL2\(x) = 0 follows

Lad?g(x))‘(x) = L[f,adfg](x))‘(x)
= L Laarg(0 AX) —Ly g (x) LA )
—_—

0 N—_——
[f,g](x)
(6.64)
= — | L LgLeA(x) —LgLeLeA(x)
=0
=LgLiA(x) =0.
=0

All further relationships can be shown in a similar manner. The existence of a solution
A(x) of the system of first-order partial differential equations (6.62) can now be verified
using the following theorem.

Theorem 6.2 (Existence of an output with relative degree r = n). There exists a
solution A\(x) of the system of first-order partial differential equations (6.62) in a
neighborhood U of the point X if and only if

(A) the matrix [g,adfg, ... ,ad?ilg} (X) has rank n, and
(B) the distribution D = span{g, adsg, ... ,ad?ng} is involutive in a neighborhood
U of the point X.

In this case, the system is also called exactly input-state linearizable in the neighborhood
of the point X.

The proof of this theorem is based on the Frobenius’ Theorem, see Appendix A, and
can be found in the literature cited at the end. As a reminder, a distribution D is called
involutive if for every pair of vector fields fi(x), fa(x) € D, it holds that [f, f2](x) € D.

Ezample 6.4. As a simple example, consider the flexible robot arm shown in Figure
6.1.
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Figure 6.1: Simple elastically coupled robot arm.

If we choose the state variables as the angles 1 and x2 and the angular velocities
&1 = x3 and &9 = x4 of the drive motor and the robot arm, and the input as the
motor torque u, then we obtain the equations of motion in the form

I3 0
) T4 0
X = d + U . (6.65)
LUl Tt T A3 I
Cp € mgl _da
LTl — o2 — cos(z2) o 0
=f(x) =g(x)

Here, ¢ denotes the linear stiffness constant of the elastic coupling, m the mass of
the robot arm, g the gravitational constant, [ the distance from the drive axis to
the center of mass of the robot arm, and I or dg, k = 1,2, describe the moments of
inertia and the viscous friction constants of the drive motor and the robot arm.

To investigate whether the system (6.65) is exactly input-state linearizable, the
conditions (A) and (B) of Theorem 6.2 must be checked. A simple calculation shows
that

0 -1 _di < _ 4
T 2 JEEE:
k(e adeg, ad2e, adde] ) = rank| | ° 0 R

ran g,adfg,adsg, adsg = ran 1 dy d% _c ﬁ( _ 2cdy
I I2 JEREE I ] Ifd

[ c ai a2

O O 1211 1211 (Il + IQ)

=4
(6.66)

holds for all x € R*. Since all vector fields g, adeg, ad%g and ad%g are independent of
x, all Lie brackets are identically zero (cf. (6.58)), which means that the distribution
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D= span{g, adsg, ad%g} is certainly involutive. Therefore, according to Theorem
6.2, the existence of a solution A(x) of the system of first-order PDEs (cf. (6.62))

1 0
1 9 di 0
Ladfg(x))‘(x) = _Tlaixl ( + T;aix?))\( ) = (6.67b)
dy 0 a2 ¢\ 0 c 0
L = ——— = | = 7
adgg(x))\(x) 2 o A(x) + (Iio’ 112> 8x3)\(x) + ol 8x4>\(x) (6.670)
=0
c 0
Laazg( A ( ) axl)\(x) - E%/\(X)
2cd;  d3\ O c (dy dy\ O (6.67d)
_< Iy _>81’3/\(X +Iz—71(-71+12)3 Ax)
= B(x)

is guaranteed for a 3(x) # 0. Choosing 3(x) = — 17 # 0, we obtain the solution of
(6.67) as A(x) = x2. This solution can also be guessed directly from the equations of
motion (6.65), by recalling that the quantity with relative degree r = n = 4 is sought,
which needs to be differentiated r = n = 4 times for the input v to appear explicitly
for the first time.

FEzercise 6.4. Show that the system

0 exp(z2)
x = |z1 + 23| + |exp(z2)|u (6.68)
T1 — X9 0

is exactly input-state linearizable and calculate all possible outputs with relative
degree r =n = 3.

For the following, assume that the output y = h(x) of the system (6.2) has a relative
degree = n. According to (6.8), the output variable y and its time derivatives can be
expressed as follows:

y = h(x)
y = Leh(x)
j = Lih(x)

(6.69)

y ) = L ()
y™ = LER(x) + LgLi ' h(x)u
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Since the state transformation (6.54) is regular, the entire state x can be parameterized
by the output variable y and its time derivatives up to order (n — 1), i.e.,

X =, (y, Uyoons y("fl)) = (Ifl(z), z! = [y,g), e ,y(”*l)} . (6.70)

Furthermore, from the last line of (6.69), the input variable u can also be parameterized

by the output variable y as

y™ — Lgh(®! (2))
Lyl h(® 1 (2))

b ™) = =] o)

A dynamic system of the form (6.2), where all system variables (states and input
variables) can be parameterized by an output variable y and its time derivatives, is called
differentially flat. In this context, the output y is also referred to as the flat output. A
more precise definition of flat systems will be provided later in this chapter. However,
it is already immediately apparent from the discussion so far that in the single-input-
single-output (SISO) case, an exactly input-state linearizable system of the form (6.2) is
also differentially flat, and each output with relative degree r = n corresponds to a flat
output of the system. Thus, Theorem 6.2 provides necessary and sufficient conditions for
the SISO system (6.2) to be differentially flat, and the parameterization of the system
variables as a function of the flat output and its time derivatives up to order n is given by
(6.70) and (6.71).

6.4 Trajectory Tracking Control
In the first step, assume that the output y € R of the system

x =f(x) + g(x)u, x(0) = %o (6.72a)

y = h(x) (6.72b)
with state x € R"™, input u € R, smooth vector fields f(x) and g(x), and smooth function
h(x) has a relative degree r = n and thus represents a flat output of the system. The
trajectory tracking control task now consists of designing a controller so that the output
y follows a given sufficiently smooth (at least n times differentiable) reference trajectory
ya(t). According to Lemma 6.1, the system (6.72) can be transformed to Byrnes-Isidori
normal form

21 = 22

Z"g = Z3
(6.73)
i = LEh(®71(2)) + Ll 'h (@7 (2) )u

y=z
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with the new state

z=|:|=®(x) = : R E (6.74)

Ly th(x) y=1)

Assuming that the entire state x can be measured, the control law

1 (n) - 1 gD
= L' h( Tt 6.75
TG | )~ L) = | L0 ) (6.75)
(6. 69) (] 1)
with suitably chosen coefficients a;, j = 0,...,n — 1 leads to an exponentially stable error

dynamics. Namely, by substituting the control law (6.75) into (6.73), the dynamics of the
trajectory error zj, = y — yq using (6.74) is given by

0o 1 0 ... 0 |
Zle 0 0 1 e 0 Z1e
Sl = ST : Sl (6.76)
Zne 0 0o ... 0 1 Zne
T a0 —ar ... —an—2 —an-1] 2
A
where aj, 7 =0,...,n — 1 represent the freely selectable coefficients of the error dynamics

matrix A..
In most practical applications, the entire state is not available for measurement. There-
fore, two methods are presented below on how to solve this problem.

6.4.1 Exact feedforward linearization with output stabilization

In the case where no measurements are available at all, a flatness-based feedforward control
ug(t) utilizing the parameterization (6.70) and (6.71) can be designed in the form

Xd = Ilpl (ydv yd: R 7y§n_1)> = (I._l(zd)a Zg = |:yd7 yd7 s 7y((1n 1)} (677&)

) = vy — Lih(xa)

Ug = 77[;2 <yd7 Yds - - - yYa LgL?ilh(Xd) (677b)

Then, the following theorem holds:

Theorem 6.3 (Exact feedforward linearization). If the desired reference trajectory
ya(t) is consistent with the initial conditions x¢ of the system (6.72), i.e., xg =
Py (yd(O),yd(O), e ,y((in_l)(O)) = ®Y(zg), the mathematical model of the plant is
exact, there are no parameter variations, and no disturbances act on the system, then
the flatness-based control u = ugy(t) applied to the system (6.72) for all times t > 0
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via the state transformation z = ®(x) leads to an identical behavior as the system

2i:Zi+17 izl,...,n—l (678&)
o =y (6.78b)

with the initial value z(0) = zg = ®(x¢). The flatness-based control u = ug4(t) is
also referred to as exact feedforward linearization. If the initial conditions are not
consistent, but Xq is sufficiently close to ®~1(zg), and the model parameters deviate
only slightly from the plant parameters, then the system (flatness-based control (6.77)
applied to (6.72))

% — 1) + g0 i~ L)

m, x(0) = xg (6.79)

has a unique solution for a finite time interval and remains sufficiently close to the
solution of (6.78).

The proof of this theorem is given in the literature provided at the end.

To suppress modeling inaccuracies and disturbances acting on the system, the flatness-
based feedforward control is extended by an output feedback regulator. For this purpose,
the control variable u is formulated in the form

U= Ug + Ue (6.80)

with the feedforward component uy and the regulator component u.. Assuming that the
quantity

w = 1(x) (6.81)

is available through measurement, one can attempt to stabilize the trajectory error system,
for example, by using a PI controller of the form

ue = kpwe + ki/we dt, We = Wy — W, wq = 1(xq) (6.82)

with suitable controller parameters k, and k;, and x4 = 1, (yd, Udy - - - ,y((infl)) according

to (6.77). The corresponding control structure is depicted as a block diagram in Figure
6.2. This is often referred to in the literature as a two-degree-of-freedom control structure.

This approach is commonly used in practice and can be justified by the fact that the
flatness-based control uy(t) already ensures that the system trajectories x(¢) (and thus
w = I(x(t))) are sufficiently close to the desired trajectories x4(t) (and thus wg = l(x4(1))),
making a linear controller sufficient to stabilize the error system. By substituting (6.77)
and (6.82) into (6.80) and then into (6.73), it is immediately apparent that the trajectory
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trajectory yd,...7yfi") flatness- u 4w Yy
planning based —'—P(‘?—P system y
feedforward | : Ue
output _

regulator | we

Wq

feedforward feedback

Figure 6.2: Block diagram of the two-degree-of-freedom control system structure.

error system

Z"le = Z2¢
Z2e = Z3e
- (6.83)
. " e ya — Lih(xa) (n)
Zne = LPh(x) + LgLf ' h(x) | 24— =L =20 4k, (1(x4) — 1(%)) + kjwer | —
ﬂ)e[ = l(Xd) — l(x)
with x = ® Yz, + 24), x4 = P 1(z4), 2zje = 2j — yflj_l)(t), j =1,...,n, is nonlinear

and time-varying. The stability analysis of the system (6.83) generally proves to be
extremely difficult. One possible, not significantly simpler variant, which can also be
used for designing the controller parameters k, and k;, is to linearize the system (6.83)
around the desired equilibrium z, = 0 and examine the stability of the resulting linear
time-varying system.

Ezrample 6.5. As an application example, consider the electronic stability program
(ESP) of a vehicle. The control strategy is based on the so-called nonlinear single-track
model shown in Figure 6.3.
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Figure 6.3: Schematic representation of the single-track model.

Thereby, it is assumed that the center of gravity of the vehicle is at road level
and thus the forces acting at the center of gravity do not change the wheel loads,
allowing the two wheels on the front and rear axles to be combined into single wheels.
Furthermore, the entire vehicle is considered as a rigid body, without taking into
account pitch and roll movements, and neglecting the vertical dynamics of the vehicle
and the wheel dynamics. Denoting v, and v, as the components of the vehicle velocity
v with respect to the body-fixed coordinate system 0zgyg, and 1/1 as the yaw rate
(angular velocity around the vertical axis of the vehicle), the equations of motion are
given by

d

Sy = %(Ff(af) cos(87) + Fy(ar)) — vadh (6.842)
% = ;Z(Ff(a i cos(87) — Fylan)ly + M) . (6.84D)

Here, m represents the total mass of the vehicle, I, is the moment of inertia around
the vertical axis, and Iy and [, are the distances between the center of gravity and the
front and rear axles, respectively. By adjusting the gas and brake pedal positions, the
driver sets the longitudinal velocity v, of the vehicle, which is subsequently assumed
to be constant for controlling the lateral dynamics of the vehicle. Furthermore, the
front wheel angle ¢ is determined by the steering kinematics based on the steering
wheel angle specified by the driver and measured. The lateral forces Iy and F, acting
on the tires cause the tires to roll not straight but sideways. The angle between the
tire’s orientation and its actual motion is called the slip angle, and is calculated for
the front and rear axles as:

bl — pl,
ayp = arctan<w> —d0; und ap = arctan<w> . (6.85)

(% Vg

The lateral forces Fy and F, are nonlinear functions of the slip angles ay and a,
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whose behavior varies significantly with the ground conditions, as shown in Figure
6.4.

rough ice

\ wet tarmac_ _ - -~

~ -

dry tarmac

Figure 6.4: Tire characteristics (lateral force as a function of slip angle) for different
ground conditions.

The yaw moment M, serves as a fictitious input into the system, which can be
realized by selectively braking individual wheels. Apart from the known steering
angle, commercial ESP systems typically measure the yaw rate ¥ and the lateral
acceleration

d .
vy + Va0 (6.86)

ay:a

One can easily verify that the lateral velocity y = v, represents a possible flat
output of the system (6.84) and thus all system variables can be parameterized by y
and its time derivatives. Assuming that the steering angle d is a sufficiently smooth
known time function, the yaw rate w can be determined according to (6.84) from the
implicit equation

my — Fy (arctan(y 4;)¢lf> - 6f> cos(d¢) — Fr (arctan(y _ler>> + mugh =0
(6.87)

It should be noted that this implicit equation cannot be solved analytically. As shown
in Figure 6.4, the axle characteristics are not monotonically increasing functions
of the slip angles, so the solution of the implicit equation (6.87) for the yaw rate
¢ is no longer unique outside the linear range. However, this is not a problem as
the correct solution can always be determined (numerically). To demonstrate this,

consider initially the linear range of the axle characteristics, i.e.,

Filay) = _q((%;}Wf) - (5f> und Fr(ay) = —c¢ <y—¢lr> (6.88)

xZ vl’
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with stiffness coefficients cf, ¢, > 0 for small steering angles J5. Substituting (6.88)
into (6.87), one obtains, with cos(df) ~ 1, the unique solution for + in the linear
range as

v0fcy — (cf + ¢p)y — myvy
crly — cply + mu? '

) = (6.89)
Since both the steering angle d; and y and 3 are continuous, 1) must also be continuous.
Furthermore, it is known that at the beginning of each journey, the vehicle is in the
linear range of the axle characteristics, which is why a unique solution, as in (6.89),
exists. These points now motivate the following strategy. The implicit equation (6.87)
is solved in each sampling step, and in case of multiple solutions, the solution closest
to the previous sampling step is always chosen. This shows that a parameterization
of the yaw rate in the form v = x1(y, 4,0 ¢) is given. The parameterization of the
control input M, is obtained from the second equation of (6.84)

M, = LYp — (Fy(ay)lfcos(ds) — Fr(ar)ly) (6.90)

and by calculating ¢) = ya (y,g,y, oy, ) f) = x2~n/Xx2p from the time-differentiated
equation (6.87)

my — aTFf(af) ( ) 3 —(Sf COS((Sf)‘I‘Ff(Oéf) Sln(éf)(;f
; w2+ (y+ i) 6ot
9la
0 y— wlr Uz .
- ) Fr(ar) ( ) 2 +mugh =0
o o2+ (y =t
with
0 : Vg ..
XoN = ﬁFf(af) df — y ——5 | cos(dy) + mjj
i w2+ (y+ iy
(6.91b)
+ Fyloy)sin(97)0y — 5 —Fr(ar) ; ( 0 )2 ;
" e + Yy —= r
0 lrvg
X2D = BTFf(OJf) ! —— | cos(dy)
f v%—k(y—HMf) (691 )
9lc
+ aiFT(O‘T) e N2 | T MW -
ar w2+ (y - L.
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This example nicely illustrates that in flatness-based control design, it is not
necessarily required to explicitly specify the parameterization.

The control concept is based on the two-degree-of-freedom control loop structure
shown in Figure 6.2. In a reference model, a desired trajectory y; = v, 4 of lateral
velocity y = v, is calculated based on the driver’s specifications, which is at least
twice continuously differentiable. Using the flatness-based parameterization of the
control input (6.90) - (6.91), a control law of the form

M. q=1,x2 (yd, Yd, Jas O, 5f) —(Fylay,q)lycos(of) — Fr(ora)lr) (6.92a)

ba

with

ba
Jd, 0 £)1
a4 = arctan ya + xa(va Ja, O1)ly , (6.92b)
Vg

y
—_—
Ya — X1(Yd> Ya» 0)1r

Vg

ay,q = arctan (6.92c)

is then determined. The stabilization of the trajectory error system is achieved
through the time derivative of lateral velocity

by = ay — v (6.93)

since this can be directly calculated from the measured lateral acceleration a, and
yaw rate .
In the present case, a simple PI controller of the form

Meo = ky(ty — y.0) + ki / (b — Dy.q) dt (6.94)

with appropriately chosen controller parameters k, and k; is used. The yaw moment
M, to be realized for lateral dynamics control is now composed additively of two
components: M, 4 according to (6.92a) and M, . according to (6.94), i.e. M, =
Mz,d + Mz,e-

6.4.2 Exact Input-State Linearisation with State Observer

Another way to circumvent the problem of incomplete state information accessible via
measurements is to construct a state observer for the unmeasurable states. Assuming
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that the only measurements w = [(x) are available for the system

Cx =100 + 86, x(0)=x0 (6.95)

w=1I(x), (6.95b)
a state observer can be implemented in the form

4
dt

7>
Il

f(%) + g(®)u — k(t)(w — ),  %(0) =% (6.96a)
(%) (6.96b)

S
Il

with the estimated state X and the time-varying observer gain E(t) to be determined. A
state controller according to (6.75) can then be utilized with x replaced by X, i.e.,

1 n A " =17 -
u=10= TThE (y; () = Lph(R) — jzlaj_l(Lf h(x) — oY ”(t))) . (6.97)

From (6.95) and (6.96), it is immediately apparent that the observer error dynamics
X = x — X become

a% = HEHR) — () + (g% + %)~ s@)u+ kOUR+ R - 1), (o0

with v = 4(t, %) from (6.97). Assuming that the state x and the estimated state % are
close to the desired trajectory x4 (see also (6.77)), the system (6.96) - (6.98) can be
linearized around X = 0 and X = x4

d A% A (1) —k(t)cT(t) A%
[?Afj = [Agi(t) Aga(t) + k(t)cT(t) [A}J (6.99a)
dt :6—"
with
Ann(t) = 5 (080 + ®Dlacs, — () (G2l®+2) = S0®)| - (6900)
=0
cl(t) = a%l(i + %) ey (6.99¢)

Lecture Nonlinear Dynamical Systems and Control (SS 2026)
©A. Deutschmann-Olek and A. Kugi, Automation and Control Institute, TU Wien



6.4 Trajectory Tracking Control Page 144

and

(6.99d)

(6.99¢)

Evidently, the linearized closed loop system (6.99a) is of triangular structure. As shown
at the beginning of this section (cf. (6.72) - (6.76)), the control law u = 4 according to
(6.97) applied to the system

d
&fc =f(X) +g(X)u (6.100)
results in an exponentially stable trajectory error system for X, = X — x4. Note that
simply replacing x with * and u with @ in the derivations from (6.72) - (6.76) leads to
the conclusion that the subsystem
d . .

EAX = All(t)AX (6101)
of the linearized system (6.99a) is also exponentially stable.

For the subsystem

%Ai = (A22(t) + k(t)cT(t))Asc (6.102)

assuming that the pair (cT(t), Agg(t)> is observable, the time-varying observer gain k(t)
can be chosen, for example, using the Ackermann formula for linear time-varying systems
in such a way that the eigenvalues of Agy(t) 4+ k(t)cT(¢) are located at specified locations.
For the calculation of observers for linear time-varying systems, refer to the appendix

B. Figure 6.5 shows a structural diagram of the exact input-state linearization with
controller-observer structure.

Example 6.6. Figure 6.6 shows a simple example of a magnetic bearing.
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Yy
trajectory | Yds-- -, y((jn) feedback u —>
. = > system
planning control (6.97) w
X di
observer
(6.96) <

Figure 6.5: Block diagram of the exact input-state linearization with state observer.

i

</‘/>/-o g

coil |_——
\1/>

q —o

ball
T1,T2
T 7

Figure 6.6: Schematic representation of the magnetic bearing.

The corresponding mathematical model is

5131 = X9 (6.103&)
) k1 i 2 T

= — —-qg— — 6.103b
b= () - (6.103b)

with the two state variables position x1 and velocity xo of the moving ball with mass
m, gravitational constant g, and an external disturbance force 7;.

Furthermore, it is assumed that the input ¢ corresponds to the coil current ensured
by an underlying controller, and k; and ko are constant positive parameters for
modeling the magnetic force. The control task now is to follow a sufficiently smooth
trajectory x4(t) in the position z7.

Ezercise 6.5. Show that the position x; of mass m represents a flat output y = h(x) =
x1 of the system.
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Ezxercise 6.6. Show that for 7, = 0, the system variables (state and input) can be
parameterized in the form

T =y (6.104a)
T2 =9 (6.104b)
i= (k2 —y) l?l(y +9) (6.104c)

by the flat output y and its time derivatives.

As a measured variable w, only the position x; is available, and it is assumed that the
velocity xo cannot be sensibly determined by approximate differentiation due to the
noisy position measurement signal. For the controller design, the disturbance force 7
is considered as an unknown but constant parameter that satisfies the differential
equation (disturbance model)

d
—7 =0 6.105
dt" (6.105)
Introducing a new input variable
u =i’ (6.106)

allows the direct application of the control law (6.97) for

0
d [xll _ [ 2 T] i o u, x(0) = xo (6.107a)
dt |z, —9— 3 m(ka—21)°
N—— N——— N————’
x £(x) g(x)
y = h(x) = 1 (6.107b)
w=1(x) =z (6.107c)
and one obtains
] 2 . G-1)
w=i = jat) = L{h(%) = > a; 1 (L 'h&) -y (®))
Lgth(X) =1
j (6.108)
m(kg — .@1) g

2
~omke —31)7 (. o
= i (yd(t) +g+ - ao(&1 — ya) — a1(Z2 yd))

with suitably chosen controller parameters ag and a; as well as the estimates 7y,
%1, and &9 of 7, 1, and x9. Note that considering (6.106), the actual manipulated
variable i becomes i = y/u. The state observer for the system (6.107) extended by
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the disturbance model (6.105) reads according to (6.96)
d 1 ) 0
~ 7 k ~ i PN
a ZTo| = |—g— % + m U — k(t)($1 — xl) (6.109&)
Ui 0 0
——
Xa fa(Xa) 8a(Xa)
J=he(Xe) =11 (6.109b)
W= 14(Xy) = 21 (6.109c¢)
with
.@1(0) = Z10
29(0) = 290 (6.109d)

with the state vector x, extended by the state 7;. For the design of the time-varying
observer gain E(t), the Ackermann formula for linear time-varying systems is used
according to Theorem B.2. By linearizing around the desired trajectory z14 = vyq,
Zog = Yd, and ;g = 0 (see 6.104), the relevant quantities for the observer design (cf.
(6.102)) are obtained as

Au(t) = 5o (fa(®a +Ra) + 8a(Ra + Ra)1) (6.110a)
Xa )Acazxa,d, Xa=0
clt) = 9, (%o + %) (6.110b)
a 85&(1 a a a ia:xa,d’ ia:o .
with
0 10 1
Au(t) = |l Wa) +9) 0 TH,  calt)= |0 (6.110c)
0 0 0 0

It can be easily verified that the pair (caT (), Aq 22 (t)) is uniformly observable ac-

cording to Definition B.2, as the rank of the observability matrix

1 0 0
O<C;F(t)7Aa,22(7f)) = 0 10 (6.111)
Ty (Ga(t) +9) 0 T3
is 3 for all times ¢ > t3. The time-varying observer gain E(t) is then directly

obtained from the Ackermann formula according to Theorem B.2 for a suitably
chosen characteristic polynomial s3 4+ pas® + pis + po.
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Ezxercise 6.7. The theory presented so far is to be applied to the laboratory experiment
Ball-on-Wheel shown in Figure 6.7. This laboratory experiment essentially consists of
a wheel (radius 7, moment of inertia about the z-axis I, rotation angle ¢,,, angular
velocity w,,) on which a ball (radius rp, mass my, moment of inertia about the z-axis
I, rotation angle ¢y, angular velocity wy) is balanced. The input to the system is
the torque M on the wheel.

Yo A

Y

To

Figure 6.7: Schematic representation of the laboratory experiment Ball-on-Wheel.

When modeling the ball, assume that it is given in the form of a solid sphere with
radius r, and mass my, i.e., it holds

2
I, = gmbrg (6.112)

Solve the following subtasks:

o (Calculate the mathematical model of this system using the Lagrange formalism.
Then represent the system in the form

x = f(x) + g(x)u (6.113)

with the state X = [@uw, @y, Ww,w,]T and the input v = M. Implement the
system in MATLAB/SIMULINK.
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o (Calculate all equilibrium points of the system and linearize the system around a
physically meaningful equilibrium point. What statements can you make about
the stability and reachability of the linearized system?

o Calculate the relative degree of the outputs y1 = @, Y2 = ©r, Y3 = Wy, and
ys = wy. Then check if an exact input-state linearization is feasible for this
system.

e Show that the system is differentially flat and calculate a flat output y in
general.

Name Value
Radius Wheel Tw 269 mm
Radius Ball rp,  68.3 mm
Moment of Inertia Wheel 1, 0.156 kgm?
Mass Ball my  0.197 kg
Gravitational Constant g 9.81 m/s?

Table 6.1: Parameters of the laboratory experiment Ball-on-Wheel.

Choose for the flat output

B 17(rw + 75)pr
y=tu— 5

6.114
5T (6.114)

and calculate the state and input transformations to Brunovsky normal form.
Then extend the control law with appropriate terms so that the eigenvalues of
the closed transformed loop lie at {71, 72,73, 7v4}. Choose suitable eigenvalues
and test the designed nonlinear controller by simulation in MATLAB/SIMULINK
using the parameters from Table 6.1.

6.4.3 Trajectory Tracking Control for a Non-Flat Output

In the first step, consider the system (6.95) and assume that y represents a flat output of
the system. According to (6.70) and (6.71), it is then possible to parameterize all system
variables (state x and input u) through the flat output y and its time derivatives, namely

X = 'l,bl (y7 ya R ’y(n—l)) = (I)_I(Z)v ZT =Y, ya R ’y(n—l)} (61153)
. () _12h(® (=
w=y(y,9,..,y™) =2 ¢h(® (z) (6.115b)

Lely ™ h(®(2))
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Next, it is assumed that the trajectory tracking control is not designed for the flat output
y but for a quantity

X =m(x) , (6.116)

which has a relative degree r < n. According to (6.115), it is plausible that y can also be
parameterized by the flat output y. It can now be easily verified that the parameterization
of x only involves derivatives of y up to order (n — ), i.e.,

x=vs(y. 9,y ) (6.117)

The reason for this is that y has a relative degree » < n and the flat output y has a
relative degree n. Recalling that the relative degree exactly corresponds to the number of
temporal differentiations that must be applied to the respective quantity so that the input
u appears explicitly for the first time, it can be seen from (6.117) that differentiating x
r times for the first time brings out y™ and thus u. If y depended on a higher (lower)
derivative of y, then x would need to be differentiated fewer (more) than r times for y(™
and u to appear for the first time, which would correspond to a different relative degree.

If a desired trajectory x4(t) is specified for x, then one would have to solve the differential
equation (6.117) for y to obtain the corresponding desired trajectory y,(t) of the flat
output. It can now be shown that the differential equation (6.117) corresponds precisely
to the zero dynamics or internal dynamics (6.34) of the system (6.95) with respect to the
output x of (6.116). The following cases are distinguished:

o If the zero dynamics are stable (phase-minimal system according to Definition 6.2),
then the reference trajectory yq(t) of the flat output can be determined directly
from the specification of a sufficiently differentiable reference trajectory y4(t) for the
desired output y = m(x) through numerical integration of the internal dynamics

Xa = %3 (ya, 9, 95" ") (6.118)

for the initial values y4(0), 94(0), . .. ,y((in_r) (0).

o In the case that the zero dynamics are unstable (system is not minimum-phase
according to Definition 6.2), the differential equation (6.118) can be solved stably
using special integration algorithms. For more details, refer to the literature cited
at the end of the chapter.

o If only an operating point change is of interest and the exact trajectory between
the two operating points is not relevant, then trajectory planning can always be
done directly in the flat output, taking into account the relationship between the
steady-state values of y and x for the respective operating points.

If trajectory planning is completed and a flatness-based parameterization of the system
variables is available, then all methods of trajectory tracking control discussed in this
section can be directly applied. Of course, the presented theory can still be used for the
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design of a trajectory tracking control even if the system is not differentially flat. To
demonstrate this, a control in the sense of exact feedforward design from Section 6.4.1 for
the system (cf. (6.72))

d

X" f(x) + g(x)u, x(0) = %o (6.119)
will be designed. It is assumed that the system (6.119) is not differentially flat and the
controlled variable for the trajectory tracking controller design xy = m(x) according to
(6.116) has a relative degree r < n. By transforming the system (6.119), (6.116) to the
Byrnes-Isidori normal form according to (6.31) and Lemma 6.1, we obtain

1= 22
Zg =23
IRT S (6.120a)
i = Lim(®71(2)) + Lgly 'm (@7 (2)) u
b(&.m) a(é,m)
% {n = a(e.n) (6.120b)
X = m(ifl(z)) =2 (6.120c)
with the new state
T [ m(x) ] [ X |
! Lem(x) X
P I e S ®(x) = |Li 'm(x)| = | XD | . (6.121)
Zr
o K bry1(x) bry1(x)
. : :
) B L Pn(x) ] L bn(x) ]

If a desired trajectory x4(t) for the desired output is specified with sufficient continuous
differentiability, the control in the sense of exact feedforward design (cf. (6.77)) based on
the subsystem ¥ of (6.120) is

ug(t) = (6.122)

with
&) =[x xa®) . x50 V) (6.123)
and n,(t) as the solution of the differential equation system (subsystem g of (6.120))
Ma = a(€4:M4) (6.124)
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with the input &,(t) according to (6.123) and the initial value 1,4(0) = n,, from the
relation

xa(0)
[ﬁd,ol = ®(xo), €40 = Xd.(O) : (6.125)
M40 :
Xy V()

Note that the differential equation system (6.124) of the internal dynamics or zero
dynamics of (6.120) with the state n,; and the input &, corresponds to the previously
made statements regarding stable and unstable zero dynamics as well as operating point
changes.

Exercise 6.8. Consider how you can transfer the method of exact input-state lineariza-
tion with controller-observer structure from Section 6.4.2 to the trajectory tracking
control of non-flat single-input systems.

Remark: Use the control law from (6.49) as a basis.

FEzample 6.7. Consider a self-supplied adjustable axial piston pump as shown in
Figure 6.8 with the electro-hydraulic circuit shown in Figure 6.9. The system under
investigation is described by the two differential equations

' Iz
=0 6.126a
¢ Aparpa ( )
. _ B
PL=7; kp¢ —qpa — kr/pL (6.126Db)
L ——

qr

with the angle of the swash plate ¢ and the load pressure p;, as state variables, and
the flow rate qp4 into the adjustment cylinder of the swash plate as input.

The variables Ap4 and rp4 denote the piston area and the effective lever arm of
the adjustment cylinder, § is the bulk modulus of oil, kp¢ is the pump flow rate,
V1, is the load volume, and k, is the throttle coefficient of the load. Furthermore, a
trajectory tracking control for the load pressure pr, is to be designed.
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qrPA

connected actuator

l/

swash plate

intake port

rPA

rotation of barrel and pistons

discharge port

slipper

piston barrel valve plate

Figure 6.8: Schematic representation of the basic structure of an axial piston pump
in inclined plate design.

load volume load orifice

qrA \/\ \f

control valve] qp
T T T T
/1 + W L ¢

/]

pump

= L L1
actuator piston

Figure 6.9: Hydraulic equivalent circuit of the axial piston pump with load.

Ezercise 6.9. Show that the system (6.126) is differentially flat and determine a flat
output. Show that the load pressure pr, has a relative degree r = 1.

To transform the system (6.126) to the Byrnes-Isidori normal form (6.120), the
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following state transformation according to (6.121) is performed

[zll - [ bL— ] (6.127)
29 PApaTPA — FPL

The Byrnes-Isidori normal form of (6.126) is then

S1ofa = £ (22— (20 + %21) — apa — k7 (6.128a)
S {to = ke (20 + %) + hryz (6.128D)
=== (6.128¢)

It can be seen that the zero dynamics (subsystem g for z; = 0)

kp

—z 6.129
Aparpa ( )

2o =
is stable. If a at least once continuously differentiable reference trajectory z; 4(t) =
pr,a(t) is given, then the reference trajectories for z; and ¢ are calculated from the
differential equation

. kp Vi
= — t k t 6.130
o=~ (st TEpra®) + Fuyfpralt)  (61300)

1 \%3
_ Vi 130b
o] Aoiron (Zz,d + 5 pL,d) (6.130Db)

with the initial value 29 4(0) = ¢(0)Aparpa— %pLd(O). An exact feedforward control
according to (6.122) is then given by

kp

L .
PATPA

qpad(t) = —‘;

V
<z2,d + ;Zl,d> —kr\/z1,4 - (6.131)

FEzercise 6.10. Extend the control (6.131) by a control component in the sense of the
two-degree-of-freedom control loop structure according to Section 6.4.1.

Ezxercise 6.11. Design a trajectory tracking controller with a controller-observer
structure for the system (6.126) according to Section 6.4.2.
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6.5 Multi-variable case

6.5.1 Exact Linearization

For the following, consider the affine input multi-variable system

x = f(x) + ) _gi(x)u;
j=1

y1 = hi(x) (6.132)
Ym = hm(x)
with state x € R™, input u™ = [ug, ..., u,] € R™, output y* = [y1,...,ym] € R™, smooth
vector fields f(x) and g;(x), j = 1,...,m, and smooth functions hj(x), j = 1,...,m.
Analogous to Definition 6.1, a vector relative degree {ri,ro,..., 7y} with r = Z;n:l ri <n

can be defined for the multi-variable system (6.132):

Definition 6.3 (Relative degree of a multi-variable system). The system (6.132) has
the vector relative degree {ry,72,..., 7y, } with r =377, r; <n at the point X € U, if

(A) ngL’f“hi(x) =0,j=1,....m,i=1,....m, k=0,...,7, — 2 for all x in the
neighborhood U of x and

(B) the (m x m) decoupling matrix

Le, Li' 'hi(x)  Lg,Li 'hi(x) -+ Lg, Lf 'ha(x)
Lg, L2 ho(x)  Lg, L2 'ho(x) -+ Lg, L2 'ho(x

Dx)=| - © & e &) e &) (6.133)
L, Li" 'hin(x) Lg,Lim hpn(x) -+ Lg, Li™ 'hy(x)

is regular for x = X.

If the system (6.132) has the vector relative degree {ri,r2,...,ry,}, then for the time
derivative of the output y; = h;(x) in a neighborhood of X
yj = hj(x)
yj = thj(x) + Lglhj (X) U+ ...+ Lgmhj(X) Um
=0 =0
ijj = Lghj(x) + Lg, Lehj(x) u1 + . .. + Lg,, Lehj (x) tm,
————— ———
=0 =0 (6.134)

T = LT (%) + L, Ly 2hy(x)us + ... + Lg, Ly
N———
=0 =0

lhj(x)ul +...+ LgmL;j_lhj(x)um :

hj(x) um

yy?) = LY hy(x) + Lg L~
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Carrying this out for all outputs y; = hj(x), j =1,...,m, yields

y Ly I (x) u
=1, D) | | . (6.135)
yfﬂrfl_l) Lfmilhmfl(x) Um—1
ylrm) L By (X) U,
N—_——
b(x) u

It is evident that at least in a neighborhood of X, using the state feedback law

u=D"!(x)(v - b(x)) (6.136)
an ezactly linear input-output behavior from the new input v' = [vy,...,v,] to the output
y¥ = [y1,...,ym] in the form of m integrator chains of length rj, j = 1,...,m, can be
generated

yY” U1
— : i (6.137)
Ym—1 Um—1
(rm) v
Ym m

It is observed that compared to the single-input case, in the multi-variable case, the
condition of regularity of the decoupling matrix D(x) from (6.133) plays a crucial role.
By choosing v; in the form

T
Vj = — Z ajﬂ;lL;-_lhj (X) + f/j (6.138)
i=1
with suitably chosen coefficients a;;, j =1,...,m,i=0,...,7; — 1, m decoupled transfer

functions Gj(s) from the new input ¥; to the output y; are obtained

~ 1
Gj(s) = — _ . (6.139)
s + aj,rj_ls”ﬂ +...+aj18+ajpo

Analogous to Lemma 6.1, one can show that under the assumption that the system

(6.132) has the vector relative degree {ri,r2,...,r,} with r =377, r; <n at the point

X, there always exist (n — r) functions T = [¢,41(X), ..., ¢n(x)] such that with
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G ] hi(x)
§1,2 Lehi(x)
51,7”1 L?_lhl (X)
€21 ha(x)
21 ' r —1.
fg,r L:? hQ X
7= _ ¢ = Tlzex) =] " (x) (6.140)
n : :
Zn
Em,1 hm (%)
Emrm L;m_lhm(x)
br+1(x) bry1(x)
L Pn(x) i L Pn(x) i
a local diffeomorphism in a neighborhood U of X is given. In contrast to the single-input
case, the functions ¢, 41(x), ..., ¢n(x) cannot generally be chosen such that Lg, ¢ (x) = 0,

j=1,....m, k=r+1,...,n, for all x € U, unless the distribution

GO = Span{gl’ g2, .- 7gm} (6141)

is involutive in a neighborhood U of the point X. Applying the state transformation (6.140)
to the system (6.132) yields the transformed system in the Byrnes-Isidori Normalform (cf.
(6.16))
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51,1 =812
§12="E13
él,m B (&mn) Z 1;(&nu
21 = o
52,2 =83
ek oy = b2(&,m) + > Do (€, m)uy (6.1422)
j=1
é:-m,l = ém,Q
gm,Q - fm,?)
gm Tm :B E 77 Z m,j S 77
=qQ (57 77) + Zplaj(€7 77)“
j=1
Yo : (6.142Db)
ﬁn—r = Qn—r(év 77) + an—r,j (Ey 77)“3
j=1
with the output
=[&1,81,- -, &m] (6.142c)
and
bi(em) = by (@71 (&) =Lk (@71 Em), j=1,...,m
D& Dii(® Y& m) =Lg, Ly 'hy (@71 (Em), 40=1,...,
(&) = Dig (7€ m)) = Lg, L (@71 (Em)), ] L.
QZ( ) Lf(bT-H( _1<€7n)>7 izla"'vn_r
( ) gj(z)r—&—z( 71(57’,’))7 izlr"an_raj:lw"?m
The method of exact input-output linearization according to (6.136), (6.138)
“Hem)(-bEm +v) (6.143)
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leads for the multi-input multi-output system (6.132) analogously to the single-input case
only to a stable closed loop if the zero dynamics

1= a(0,1) + P(0,7)D(0,1)(~b(0,m)) (6.144)

is asymptotically or exponentially stable, i.e., phase minimal, see Definition 6.2. Note
that the components of b, D, q, and P have already been defined in (6.142d).

It is obvious that the dimension of the zero dynamics vanishes when the vector relative
degree {r1,72,...,mm} satisfies the condition r = 3> | r; = n. The following theorem
now provides necessary and sufficient conditions for finding (fictitious) output variables
A1(X), ..., A (x) for the system (6.132 ) such that for the corresponding vector relative
degree {r1,72,..., 7} it holds 7 = > | r; = n. According to Definition 6.3, a solution
of the system of partial differential equations

Lg LEN(x) =0, j=1,....m, i=1,....m, k=0,...,r;—2 (6.145)

must then exist with a regular decoupling matrix D(x) according to (6.133) and the
constraint 377" rj = n.

FExercise 6.12. Show that the system of partial differential equations of higher order
(6.145) is equivalent to the system of first-order partial differential equations of
Frobenius type

Lt oo i(¥) =0, j=1,...,m, i=1,...,m, k=0,...,r,—2  (6.146)

Remark: Use the relations (6.59) and (6.60).

Theorem 6.4 (Existence of outputs with vector relative degree r = n). There
exists a solution A\1(X),...,Am(X) in a neighborhood U of the point X for the system
of first-order PDEs (6.1/6) with the constraints that the decoupling matriz D(X) is

reqular according to (6.133) and for the vector relative degree {r1,ra,...,rm} satisfies
r =31 rj =n, if the distributions
Gi(x) = span{adlﬁgj(x) 0<k<i 1<j5< m} (6.147)

satisfy the following conditions:
(A) Go(X) has rank m,
(B) Gi(x) has constant rank in a neighborhood U of X for alli=1,...,n—1,
(C) Gp-1(X) has rank n, and

(D) G;(x) is involutive in a neighborhood U of X for all i =0,...,n — 2.
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In this case, the system (6.132) is also called exactly input-state-linearizable in the
neighborhood of the point X.

The vector relative degree {ri,ra,...,mm} is calculated by first constructing the quan-
tities

9; = rank(G;(X)) — rank(G;_1(X)), i=1,...,n—1 (6.148)

with the property 0 < 6,41 < d;. The component r;, j =1,...,m, of the vector relative
degree {ri,ro,...,Tm} is determined as the number of quantities §;, i =1,...,n—1,
that are greater than or equal to j, increased by 1. Although the order of r; is arbitrary
in principle, the above definition implies that r; > rj11 and Z;n:1 rj = n always holds.

The proof of this theorem can be found in the literature cited at the end.

If the system (6.132) is exactly input-state linearizable, then for the state transformation
(6.140), dim(n) = 0, and the transformed state z = £ is called the Brunovsky state of the
system (6.132). Using the state transformation (6.140) and the control transformation
(6.143), the system (6.132) is transformed into an exactly linear system in the new state z

with the new input v consisting of m integrator chains of lengths {ry,rs,..., 7y, }. This
transformed system is also known as the Brunovsky normal form (see (6.54)-(6.56)), and
the components r; of the vectorial relative degree {ri,rs,...,ry,} are also referred to as
Kronecker indices in this context.
Example 6.8. Consider the system as an example
R 0 | [1]
T3 — T124 + T4T5 0 0
X = |woxy + 2105 — 22| + |cos(x1 — x5) | ur + |1 ug . (6.149)
Ts5 0 0
I x5 I U 1]
~—~—
f(x) g1(x) g2(x)
The distribution Go(x) according to (6.147) reads
0 1]
0 0
Go(x) = spang |cos(xy —x5) |, |1 (6.150)
0 0
L 0 J _1_
—_—
g1(x) g2(x)
It is easy to verify that at a generic point x = X, the rank of Gy(x) is 2, and due to
(g1, g2](x) = 0, the distribution G(x) is involutive in a neighborhood of X.
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Analogously, it can be shown that the distribution
[ 0 1 11 [ 0 17 o
0 0 —cos(x1 — x5) -1
G1(x) = spang |cos(xy —x5) |, |1|, | —sin(z; — z5)x2|, |—21 + 25 (6.151)
0 0 0 -1
i 0 11 L 0 ] L O
~~
g1(x) g2(x) adgg1(x) adgga(x)

(g1, adeg1](x)
(g1, adeg2](x)
(g2, adeg1](x)
(g2, adeg2] (x)
[adeg1, adega](x)

of Frobenius type (see (6.146))

L

at a generic point x = X has rank 4 and is involutive in a neighborhood of X, since

Without explicitly calculating the distributions Ga(x), G3(x), and G4(x), it is worth
mentioning that they have rank n = 5 and are consequently involutive. Thus,
conditions (A) - (D) of Theorem 6.4 are satisfied, and the system (6.149) is exactly

input-state linearizable. The auxiliary variables §;, ¢ = 1,...,n — 1, according to
(6.148), are
01 = rank(G1(x)) —rank(Go(x)) =4 -2 =2 (6.153a)
02 = rank(Ga(x)) —rank(Gi(x)) =5—-4=1 (6.153b)
03 = rank(G3(x)) —rank(Ga(x)) =5—-5=0 (6.153c)
04 = rank(G4(x)) — rank(Gs(x)) =5—-5=10 (6.153d)

from which the vectorial relative degree {r1,r2} = {3,2} is immediately obtained. To
determine the corresponding output variables A\1(x) and A2(x), the first-order PDEs

(6.154a)
(6.154b)
(6.154c)
(6.154d)
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and

(6.154e)
(6.154f)

Lg1 (%) >\2 (X)
L )\2 (X)

must be solved for functionally independent A\;(x) and A2(x). Obviously, this is
fulfilled if 8%)\1()() lies in the kernel of G'1(x) and (%)\2 (x) lies in the kernel of Gy(x).
Since the kernel of G (x) is calculated as [—1,0,0,0, 1], a possible solution for \;(x)
is immediately derived as

0,
0

g2(x)

)\1(X> =1 — X5 . (6.155)
Analogously, it can be shown that
Ao(x) =m0 or Ao(x)=ux4 (6.156)

are possible outputs with relative degree ro = 2.

Ezercise 6.13. Show that the decoupling matrix D(x) according to (6.133) is singular
when choosing \1(x) = z; — x5 and A2(x) = x2, and regular for A\;(x) = x1 — x5 and
)\2 (X) = 4.

All methods discussed for the single-input case of trajectory tracking control can now
be directly transferred to the multi-input case.

FEzample 6.9. Consider the laboratory helicopter shown in Figure 6.10 as another
example.

Lecture Nonlinear Dynamical Systems and Control (SS 2026)
©A. Deutschmann-Olek and A. Kugi, Automation and Control Institute, TU Wien



6.5 Multi-variable case Page 163

Figure 6.10: Schematic representation of the laboratory helicopter.

The laboratory helicopter consists of a mast, which can rotate freely by the angle ¢,
the arm with rotation by the angle g2, and the suspension with rotation by the angle
q3. Two rotors are attached to the ends of this suspension, which are driven by direct
current motors. Applying an electrical voltage to the motors results in a rotation of
the rotor blades, and the resulting lift forces f; and f; serve as control variables for
the system. With the help of these two control variables, the three degrees of freedom
q1, g2, and g3 are to be regulated. Such mechanical systems that have fewer control
inputs than degrees of freedom are also referred to as underactuated mechanical
systems in the literature. It is well known that the nonlinear control of this class of
mechanical rigid body systems is orders of magnitude more difficult compared to the
case where there is one control input available for each degree of freedom. Assuming
that the friction in the rotational axes is negligible and sin(g2) =~ 0, the mathematical
model can be written in the form

Q1 v1 0 0

. 0 — 52 sin(gs) cos(qy) 0

. . .

(.]2 = a1 V2 s + aZ, ul + u2 (6157)
() 7> sin(ge) + 72 cos(gz) — 7> cos(q3) 0

. ' y
03] | —gicos(ge)sin(gs) | | 0 | EN

——
% f(x) g1(x) g2(x)

with the constant parameters aj, ao, and az depending only on mass and geometry,
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the constant entries of the mass matrix di1, d22, and d33, the distances a35 and ag4,
and the transformed input variables u1 = f, + fr and us = fp, — f+.

FEzxercise 6.14. Derive the mathematical model of the laboratory helicopter from
Figure 6.10 using the Lagrange formalism.

Remark: Take your time for this task!

The task now is to develop a trajectory tracking control for the laboratory helicopter.
When calculating the vector relative degree for the simplified mathematical model of the
laboratory helicopter (6.157) with y; = ¢; and y2 = ¢2 as output variables according to
Definition 6.3, it is found that the decoupling matrix

— 52 sin(gs) cos(gz) 0
. a3y cos(q3) 0
da2

D(x) = (6.158)

is singular at a generic point. Obviously, this means that the state control law according
to (6.136), (6.138) cannot be realized. Without going into detail, it is only mentioned
here that, in the literature, the so-called Dynamic Fxtension Algorithm is proposed as
one of the solutions to this problem.

On the other hand, if we take a closer look at the system (6.157), we can see that
all system variables (state and control variables) can be parameterized by the output
y' = [y1,42] = [q1, 2] and its time derivatives. Multiplying the second row of (6.157) by
— L and the fourth row by Th cos(q2) tan(gs), g3 # 0, and adding them, we obtain

da2

L1 .oar « 1
—G1— + (QQ -t sin(g2) — - COS(Q2)> —— cos(qz) tan(gz) = 0 (6.159)
dao doo doo di1

and thus immediately the parameterization of g3

B dig
q3 = arctan - .
o (i — 53 sin(g2) — 52 cos(ga) ) cos(q»)

(6.160)

It is easy to verify that (6.160) is also valid for g3 = 0. Furthermore, the parameterization
of the control variables u; and ug follows directly from the second and last rows of (6.157)
in the form
—d11G1
up = 25, sin(gs) cos(@) (6.161a)
"y — ds3ds + a3 CZS(Qz) sin(gs)
(34

(6.161b)

with g3 according to (6.160).
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Exercise 6.15. Show that the parameterized control variable u; from (6.161) ap-
proaches a finite value as g3 — 0.

This flatness-based parameterization now allows for a simple way to set up a trajectory
tracking control according to Section 6.4.1 or Section 6.4.2. The flatness-based feedforward
control ul (t) = [uy4(t),u24(t)] for example, is directly obtained by substituting the
sufficiently differentiable reference trajectories yJ (t) = [y1.4(t), y2.a(t)] = [q1.a(t), ¢2.a(t)]
into (6.160), (6.161).

From the previous example, it is evident that while the system is not exactly input-state
linearizable (singular decoupling matrix), a flatness-based parameterization of all system
variables (state and control variables) does exist. In fact, in the multi-input case, the
converse holds true: an exactly input-state linearizable system is also differentially flat,
meaning that the necessary and sufficient condition for the exact input-state linearizability
of Theorem 6.4 is merely a sufficient condition for the flatness of the system. The following
section will provide a more detailed formulation of the concept of differential flatness.

6.5.2 Flatness

To define differential flatness, let us consider a general representation of a finite-dimensional
dynamic system of the form

LQ(“@ﬁ@.”,“KM):zo, i=1,....,n, (6.162)

where in w € R® all system variables (state and descriptor variables, input variables,
control variables) are combined.

Definition 6.4 (Flatness). The system (6.162) is called differentially flat if functions
y' = [y1,¥2, ..., Ym] of the system variables wj, j =1,..., s and their time derivatives
exist, i.e.

yk:gbk(w,v’v,...,w(“’“)), k=1,....,m, (6.163)

such that the following two conditions are satisfied:

(A) The functions y1,¥y2,...,yn are differentially independent, i.e. there is no
differential equation of the form

;d%ywwy@)zo. (6.164)
This condition is equivalent to being able to find m functionally independent
quantities y;, j = 1,...,m for a system with m linearly independent control
inputs.

(B) All system variables w can be locally parameterized by y and their time
derivatives, i.e.

wj:wj<Y7Y7"'7y(aj))a jzl,...,s, (6165)
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In this case, y is referred to as the flat output.

Ezample 6.10. Consider the bridge crane shown in Figure 6.11 as an example.

drum Ip, rp

YL

Y

Figure 6.11: Schematic representation of a bridge crane.

It is assumed that the rope is massless and inextensible, and remains completely
straight during the movement. Denoting Fr as the tension force in the rope and 6 as
the angle of the rope with respect to the y-axis, the conservation of momentum for
the cart can be expressed as

meic = F —doic + Frsin(0) (6.166)

with the cart mass m¢, the friction force proportional to velocity dodc, and the
external force F' acting as the control input. The dynamics of the load with mass mp,
can also be derived from the conservation of momentum in the x and y directions as

mrir = —Frsin(0) (6.167a)
mrijr, = —Frcos(0) +mpg . (6.167b)
The load can be wound up on a drum with moment of inertia Ip. Assuming that

neither the drum radius rp nor the moment of inertia Ip change during the winding
of the rope, the motion equation is given by

Ip— =M —dp— + Frrp (6.168)
D D
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with the torque applied by a motor M as the control input and the friction coefficient
proportional to angular velocity dp. In addition to the differential equations (6.166) -
(6.168), the following algebraic constraint equations also hold

xy =rsin(d) + z¢ (6.169a)
and
yr, = rcos(f) . (6.169b)

The mathematical model of the bridge crane (6.166) - (6.169) is thus in the form of
(6.162) with the system variables w' = [z¢, 2L, yL, 7,0, Fr, F, M].

A simple calculation shows that all system variables w can be parameterized by
the flat output y* = [z, y] (position of the load). From (6.167), Fg and 6 can be

calculated as
Fr=mp\/i2 + (ijp — g)* (6.170a)

g = arctan< ~ rL > (6.170b)
yr —4g

and from (6.169), the parameterization of r and z¢ follows as

Vi + (i — 9)°
v yey® e = 9) (6.171a)

r= -
cos(6) 9 =L

5
xo =z —rsin(f) = xp — yr = L

. 6.171b
YL —4g ( )

The remaining parameterization of the two control inputs F' and M can be directly
obtained from (6.166) and (6.168) in the form

F=m¢gic+doitc — Fgr Sin(e) (6.172&)
M=1Ip— +dp— — Frrp (6.172b)
D D

with 7, z¢, Fr, and 6 according to (6.170) and (6.171). Based on this flatness-based
parameterization, it is relatively easy to develop a flatness-based trajectory tracking
control for the load.

Note that in the example shown above, the flatness-based analysis was carried out
without explicitly deriving a state representation of the mathematical model. In many
cases, this leads to a drastic simplification of the computation of the (nonlinear) control
law. Finally, it should be noted that in recent years, the theory of flatness-based control
has been successfully extended to certain classes of distributed-parameter systems, i.e.,
systems described by partial differential equations.
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A Fundamentals of Differential Geometry

This appendix shall briefly introduce and explain some fundamental concepts of differential
geometry as have arisen in the context of differential geometric control methods. For
further details, refer to the literature cited at the end of the chapter.

A.1 Manifolds

In the first step, the concept of a manifold will be explained. For this, the following
definition is given:

Definition A.1 (Manifold). An n-dimensional differentiable manifold (shortly n-
manifold) is a set M together with a family of subsets U, V, ... such that

1) M=UUVU...

(2) for each subset U, there exists an injective mapping xyy : U — R™ such that
xy(U) is open in R™, and

(3) for all subsets U, V', if UNV # { }, then the set xy(U NV) is open in R™ and
the composition

xy oxy i xy(UNV) = xy(UNV) (A.1)
is differentiable.

Each pair (U,xy) is called a chart, x;;' is called a parameterization, and xy(U)
is called a parameter domain. Two charts (U,xy) and (V,xy) with differentiable
mappings (coordinate transformations) xy o x&l and xg o x‘jl in the overlap region
U NV are called compatible. The union of charts that are pairwise compatible and
cover the entire set M according to (1) is called an atlas.

An n-manifold is a C" manifold (smooth manifold) if the coordinate transformations
Xy O x[;l or Xy o x‘_/1 are r times continuously differentiable (smooth).

The mapping x;7 (similarly for all other mappings xy/) is often represented in the form
of coordinate functions (x{;,x%,...,2%) with 2f, : U -+ R, k = 1,...,n. For the point
p € U, the n-tuple
(z&(p), 23(P), ..., 2% (p)) describes the local coordinates of p in the chart (U, x/). Figure
A.1 provides a geometric illustration of this concept.

Example A.1. To explain the concepts, consider the unit sphere S? in R3. As shown
in Figure A.2, it is possible to describe the entire S? using two compatible charts
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Figure A.1: Manifolds and charts.

Py

X[ © x‘_/1

with the help of the so-called stereographic projection.

The chart 1 is (U, xy) with

2 2
Xy Xy

Ps

0/2

U:{p652’0§9<7r}

[
Xy Xy

Figure A.2: Stereographic projection.

(A.2)

and the mapping xi7 : U — R2, which denotes the stereographic projection from the
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point ps (South pole § = 7) to the equatorial plane, where
1 tan(e) cos()
XU lxg] - 2 . (A.3)
Tu tan<2> sin(v)
The chart 2 is analogous (V,xy) with
V:{p652‘0<9§7r} (A.4)

and the mapping xy : V — R?, which denotes the stereographic projection from the
point py (North pole = 0) to the equatorial plane, where

0
ol cot<) cos(v)
Xy :l V] = % . (A.5)
Ty cot (2> sin(z))

It can be easily verified that the mappings xy o x[}l and x o xal on UNV (all

points of the unit sphere except the North pole py and the South pole pg) represent
coordinate transformations with

i —x%] = —sz (A.6a)
V= 2 2 V= 2 2 :
(25)” + (23) (21)” + (23)
1 zy 2 %
ry=—————s xp = (A.6b)

(@h)* + (23)"

The charts (U, xy) and (V,xy) form an atlas of the unit sphere S2.

A.2 Tangent Space

First, a physical definition of a tangential vector is given, where tangential vectors are
nothing but elements of R"” with a specific transformation behavior. As motivation,
consider a curve p(t) on an n-dimensional smooth manifold M. In a chart (U, xy) around
the point pg = p(0), this curve can be described by the n smooth coordinate functions
a:]f](t), k=1,...,n. The velocity vector p(0) can then be represented as an n-tuple of real
numbers (dz{;/ dt|,_,, dzd/dt|,_, ..., dzf/dt|,_,). If po also lies in another compatible
chart (V,xy) with coordinate functions x’f/ (t),k =1,...,n, the same velocity vector can
also be described using the n-tuple (dai,/dt|,_,, da% /dt|,_,, ..., dz}/dt],_,). Since,
according to Definition A.1, the coordinate transformations in the overlap region U NV
are uniquely invertible, i.e., xy = xy (xp) or xy = xy(xy), it follows from the chain rule

(A7)
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for k =1,...,n. This consideration is the starting point for the physical definition of a
tangential vector:

Definition A.2 (Physical Definition of a Tangential Vector). A tangential vector or
contravariant vector v assigns to each chart (U, xy) with pg € U an n-tuple of real
numbers (v}, v7, ..., v%) in such a way that in another chart (V,xy) with pp € UNV,
the same vector is described by an n-tuple (v‘l,, 0‘2,, ..., v} and the two n-tuples are
connected as follows

k )
(%) (o T (A.8)
1

Second, the tangential vector is interpreted as aderivative operator. To do this, let
M again denote a smooth manifold of dimension n and p a point on M. A real-valued
function h is smooth in a neighborhood of the point p if the domain of A includes an open
neighborhood of the point p and the restriction of A to this neighborhood is a smooth
function. The set of all smooth functions in a neighborhood of the point p forms a linear
vector space over the scalar field R and is denoted by C*°(p). If hy, he € C*°(p), then for
the function Ajhy + Ag2he € C°(p) with A1, A2 € R, and for all q in a neighborhood of
the point p

(Ath1 4+ A2h2)(q) = Athi(q) + A2ha(q) - (A.9)

Furthermore, the function obtained by multiplication hihy € C*°(p) and for all q in a
neighborhood of the point p

(hih2)(q) = hi(a)ha(q) - (A.10)

Definition A.3 (Tangential vector as a derivative operator). A tangential vector v
at a point p is a mapping v : C*°(p) — R with the properties

(1) Linearity: v(A1hi + Aoha) = Aiv(hi) + Aav(ha) for all hy, hy € C°(p) and
)\1, A € R
(2) Leibniz Rule: v(hihg) = h1v(h2) + hov(hy) for all hy, he € C*°(p)

A mapping that satisfies properties (1) and (2) of Definition A.3 is also called a
derivation. In particular, vp(h) denotes the directional derivative (Lie derivative) of the
scalar function A in the direction of v at the point p and is defined as follows

= Zn: <88§€)(p)vk , (A.11)

=0 k=1

d h(p + tv))

Vp(h) = Lyvh(p) = &(

assuming that the function h can be described in the neighborhood of the point p by the
local coordinates z',...,2". To show that the directional derivative is independent of
the chosen coordinate system, consider two compatible charts (U,xy) and (V,xy) with
p € U NV and the corresponding n-tuple of tangential vectors (vllj,v?], ...,vp) and
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(vl 0¥, ..., v}) according to Definition A.2 and calculate
" [ Oh (A8) <~ [ Oh " Ok -
vp(h) =3 <(%k> (P =" (M) (P)> <a]v> (p)vy;
k=1 1% k=1 1% j=1\0Ty
Lo (A.12)
= — v, =vY(h
> (i =

Now, one is able to define the tangent space of a manifold M at the point p.

Definition A.4 (Tangent space). The tangent space 7, M at the point p of an
n-dimensional manifold M is an n-dimensional linear vector space consisting of all
tangent vectors of M at the point p. Denote 2!, ..., 2™ as the local coordinates of a
chart, then the vectors
0
Ozl

form a coordinate basis of the tangent space Tp M.

0

)
p OT

0

’...’%

} (A13)

P

It is immediately clear that for vi,vs € Tob M and A1, A2 € R, we have A\jvi + Aova €
TpM.

A (smooth) vector field defined in an open neighborhood of a point p is a (smooth)
differentiable assignment of a vector v to each point in this neighborhood and can be

expressed in local coordinates x = (acl, ..., 2™ as follows
v =305 (A.14)
7=1
where the components of the (smooth) vector field vi(x),j = 1,...,n are (smooth)
differentiable functions of x. If 2% .k = 1,...,n are the coordinate functions of the

chart, then the components v*(x) of the vector field v are calculated in the form, see

(A.11)
Lozt = V(mk) = i(gﬁj)# =", (A.15)

Next, we want to clarify how tangent vectors from the tangent space of one manifold
transform into the tangent space of another manifold when a smooth mapping is defined
between the two manifolds.

Definition A.5 (Differential). Let A/ and M be n- and d-dimensional smooth
manifolds, respectively, and let t : ' — M be a smooth mapping. The differential of
t at the point q € N is the linear mapping

to s ToN = TpM (A.16)
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A.2 Tangent Space

with p = t(q) € M. The mapping t, is also referred to as the pushforward. For
w € TgN and h € C*°(p), we have

(tsw) (h) =w (hot) . (A.17)
—— ——
veTpM €C*>(q)
Figure A.3 illustrates this concept.
zh zly
Figure A.3: Mlustration of the mapping between two manifolds.
.., x}) and

Let (U,xy) denote the chart around point q with coordinates (z};,z%,.
(W, xw) denote the chart around point p = t(q) with coordinates (m‘l,v,az%/v, .. 735%/)7
then the mapping xy ot o Xﬁl in local coordinates can be expressed in the form

ty(zg, 2%, ..., )
: (A.18)
ta(xg, 2%, ... )

and the differential t, formulated in local coordinates corresponds to the Jacobian matrix

Aty Aty Otq
dxi,  Ox? oz,
t, = (A. 1 9)
Otg  Otg Oty
oz}, Ox? oz,
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Thus, the components v/, j = 1,...,d of the tangent vector v = t,w € Tt(q)M can be
determined from the components w*, k = 1,...,n of the tangent vector w € ToN using
the calculation rule

V=3 (), j=1,...d (A.20)

A.3 Cotangent Space

For the following, consider an n-dimensional linear vector space X with the basis
{e1,e2,...,e,}. Each element v € X can then be uniquely expressed with respect
to the basis in the form

vV = Zvjej (A.21)
7=1

with components v/ € R, j =1,...,n.
Definition A.6 (Linear Functional). A linear functional o on X is a linear mapping
o: X — R, i.e., the relationship
a()\lvl + )\QVQ) = )\10(V1) + )\QJ(VQ) (A.22)

holds for all vi,ve € X and A1, A2 € R.

Note that o is not an element of the vector space X but lies in the dual space X* of X.
The following definition applies:

Definition A.7 (Dual Space). The set of all linear functionals ¢ on a linear vector
space X generates a new vector space, the so-called dual space X'* of X', where the
following properties

(1) (014 02)(v) =01(v) + 02(v) for 01,09 € X* and v € X
(2) (Ao)(v) =Ao(v) forc e X*,ve X and A € R

are satisfied.

The dual space X'* itself is also a linear vector space, and for a finite-dimensional vector
space X, the relationship dim(X) = dim(X™) holds.

The dual basis {ut, p?, ..., u"} of X* associated with the basis {e},es,...,e,} of X is
defined in the form

1 fori— i
ore .] (A.23)
0 otherwise

,uiej :(5; = {

Note that p® is the linear functional which can be used to determine the i-th component
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of a vector v =71, vjej with respect to the dual basis {ej1,ea,...,e,}, since

s (Z vjej> = Z vpt(ej) = v . (A.24)
=1 =1

In general, a linear functional o can be expressed as follows
n
o= Z a;i (A.25)
j=1

and o(v) denotes the expression

a(v) = aj <Z Uk@k) = Z > a;vP ud (ey) = jz::lajvj . (A.26)

&,

This concept can now be transferred to the tangent space 7,M of an n-dimensional
manifold M.

Definition A.8 (Cotangent space). The dual space Ty M of a tangent space TpM
at the point p of an n-dimensional manifold M is called the cotangent space.

As shown in Definition A.3, a tangent vector can be interpreted as a derivative operator.
In this context, the concept of a differential form can be introduced.

Definition A.9 (Differential form). Given the function f : M — R. The differential
form df of f at the point p is a linear functional df : T,,M — R defined by (see also
(A.11))

df(v) = vp(f) = Lvf(p) (A.27)

with v € To M.

It is important to note at this point that the definition of df is independent of the
choice of basis on T, M. Denoting xz', ..., 2" as the local coordinates of a chart, according
to Definition A.4, the vectors § 571| 6%2 ey % } form a coordinate basis of the

P P P
tangent space TpM. The dual basis of the cotangent space 7;M is then given by the
linear functionals {dz!,dz?,...,dz"}, because it holds
(0 oz’ ,
do'( =— ) = =— = 6% . A.28
o (81’3) o’ J ( )
The general representation of a differential form is given by (see (A.25))
n
o= Z a; dz’ (A.29)
j=1

It is important to note that not every differential form o is a so-called exact differential,
i.e., the differential

df = zn:l % da? (A.30)
=
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Definition A.10 (Covector). A linear functional ¢ : T,b M — R is called a covector,
covariant vector, or 1-form.

A (smooth) covector field, defined in an open neighborhood of a point p, is a (smooth)
differentiable mapping of a linear functional o to each point in this neighborhood and can

be expressed in local coordinates x = (x!,...,2") as follows
o= Z a;(x) da’ (A.31)
where the components of the (smooth) covector field a;j(x),j = 1,...,n are (smooth)

differentiable functions of x.
Next, we will show how the components of a covector transform. Consider a covector

o expressed in local coordinates (:c%], sz, ..., x(y) of the chart (U,xy) and in the local
coordinates (zi,,2%,...,2%) of the compatible chart (V,xy)
o=> alda}, = aj dai, . (A.32)
j=1 J=1

Now, by substituting the coordinate transformation xy = xy(xy) into (A.32), we obtain

Za A, = ]Zl Z<a”fU>de 3 (an>de_2@,¥de (A.33)

k=1j=1 Ty k=1

and thus the transformation rule for the components of the covector in the form

o]
aZzZa?(,g), E=1,...,n. (A.34)

j=1 Ozy,

Note that this is precisely the inverse transformation of the components of a tangent
vector according to (A.8).

In the previous section, Definition A.5 showed how a mapping between two manifolds
implies a mapping between the tangent spaces through the differential. The following
definition extends this concept to covectors.

Definition A.11 (Pull-back). Assume A and M are n- and d-dimensional smooth
manifolds, t : ' — M is a smooth map, and t, : T¢N — TpM denotes the differential
of t at the point q € N with p = t(q) € M. The pull-back t* : ToM — Ty N is a
linear map that transforms covectors from 7, M to covectors of 7:;"/\/ . For w € ToN
and o € T; M, we have

(tYo) (W) =0 (t.w) . (A.35)
—— ——
n€ETGN vETpM
When the chart around the point q with coordinates (mlU, :L'%;, ..., ;) is denoted by
(U,xp) and the chart around the point p = t(q) with coordinates (xiy, 2%, ... ,:U%V) is
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denoted by (W, xy ), the mapping xy ot o xﬁl can be expressed in local coordinates
according to (A.18), and the differential t, formulated in local coordinates corresponds
to the Jacobian matrix of (A.19). Furthermore, by v = t.w € Tyq)M and w € TaN
being tangent vectors with components v/,j = 1,...,d and w*, k = 1,...,n, and by
n=tc € TN and o € T3 M being covectors with components 7,k = 1,...,n and
oj,j =1,...,d, it must hold according to Definition A.11 and equation (A.26):

n d
n(w) = anwk =o(v)= Zajvj . (A.36)
k=1 j=1

Substituting the relation (A.20) for v/ into (A.36), we obtain:
n d n ) n d )
anwk = Zaj Z(t*){cwk = Z Zoj(t*)iwk (A.37)
k=1 j=1 k=1 k=1j=1

and thus the computational rule for the components of the covectors expressed in local
coordinates:

d
Nk = Zo—j(t*)i, k=1,...,n. (A.38)
j=1

Combining (A.20) and (A.38) in matrix form, the components of v = t.w € TyqM,
w € TgN, n=t*oc € T{N, and o € Ty M transform in the form:

U1 8:1:5 Bx% oz}, w1
= : ST : (A.39)
Otg Otg ., Otg
Vd ozl ox?, dzp, | LWn
and
Aty oty ot
m oz},  Ox? oz, 01
= ] ] (A.40)
Otg  Otg . Otg
T 696%, 8:1:[2] oz}, 0d

A.4 Lie Bracket

The Lie bracket describes the change of a vector field along the integral curve of another
vector field. Consider a smooth n-manifold M with smooth vector fields v and w.
Furthermore, let ®) denote the local flow (see Definition 2.1) of the vector field v. To
recap, the flow @} satisfies the following properties:

(1) ®§ = I with the identity mapping I
(2) @Y, =Py o Py = DY 0 BY,
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(3) (€)' =Y, and
(4) %(t) = v(x(t)) with v(x(t)) = 2®Y

At time ¢t = 0, we are at point p, i.e., ®§(p) = p, with vector fields vp and wp.
Moving along the integral curve of v for time At, we arrive at point q = ®X%,(p) with
the corresponding vector fields V&Y, (p) and WaY (p)- From Figure A .4, it is immediately
clear that the two vector fields wp and WY (p) cannot be directly compared, as they are
defined in different tangent spaces 7,M and Tq;.\A t(P)M'

integral curve

Figure A.4: Geometric interpretation of the Lie bracket.

However, from Definition A.5, we know that through the pushforward map @Xt,*(p),
the vector field wp can be transformed into the tangent space T@‘A t(P)M or conversely,
the vector field wg ,,(p) can be transformed back into the tangent space 7o M with the
pushforward map ®Y , ,(®X,(p)) of the inverse map p = ®Y »,(q) (see property (3) of
the flow ®). Based on ‘these considerations, the Lie bracket can be defined as follows.

Definition A.12 (Lie Bracket). The Lie derivative or Lie bracket of the (smooth)

vector field wy, along the (smooth) vector field v, on a (smooth) n-manifold M is
defined as

. 1
LupWp = [Vp, Wp] = lim (@Y 5. (®X(P))Warg, (p) — W) - (A.41)
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The Lie bracket satisfies the following properties:
(1) Skew-symmetry: vy, wp € TpM

[Vp, Wp] = —[wp, vp] (A.42)

(2) Bilinearity: vip, vop, Wp € TpM and A, A2 € R

[)\1V17p ate )\2V27p,Wp] — /\1[V17p, Wp] + Ao [V27p, Wp] (A.43)
(3) Jacobi identity: vq,va,vs € TpM

[Vip: [V2,p, Vapll + [Vo,p: [V3ps Vipll + [V3ps [Vip, V2p]] = 0 (A.44)

For the following, let xT = [xl, ...,2"] denote the local coordinates of a chart for an

open set of the manifold M containing points p and q = ®%,(p), and let v(x) and w(x)
describe the representations of the vector fields in local coordinates x. To express the Lie
bracket (A.41) in local coordinates x, we calculate several Taylor series expansions with
respect to time ¢t around ¢ = 0. For ®%,(p), we obtain

0
A (x) = @5 (x) + IAL At (x) At +--- . (A.45)
N—— t At=0
=v(x)
Since, according to (A.19), the pushforward map in local coordinates corresponds to the
Jacobian matrix, we can calculate ®Y .,  (x) using (A.45) as

=x

v 9 Hv 9
Similarly, we can express WY (p) a8
0
Way (p) = W(X + Atv(x) + ) = w(x) + &W(X)V(X)At +-- (A.47)

and @Y, (Y, (x)) as

0
PV py(PR(x) =1 afV(x + Atv(x) 4 .. )AL+ - -
5 (A.48)
:I—gv(x)At—i—---

Substituting (A.45) - (A.48) into (A.41) and truncating the Taylor series expansions after
the linear term in At, we obtain

) 1 0 0
[v, w](x) = Alir—r:o At((l - axv(x)At) (W(X) + 8){W(x)v(x)At> - w(x)) A19)
_ Ow(x) v(x) — ov(x) w(x) '
T 0x ox ’
Using the operator ad, we can define the k-fold recursive Lie bracket as
adfw(x) = {v,ad’f,_lw} (x), addw(x) = w(x) (A.50)
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Note A.1. The Lie bracket according to Definition A.12 can also be interpreted as
the time derivative of the time function

A(AL) = BT 7, (BA(P))Way, (p) — W (A.51)
at At = 0. It can now be shown that in local coordinates x, the following holds

dk:
dAtk

A(A?) = ad®w(x), k=0,1,2,.... (A.52)
At=0

If the function A(At) is analytic near At = 0, then A(At) can be expressed using the
so-called Campbell-Baker-Hausdorff formula

00 k
AAY) = Y adkw(x) (A]j) (A.53)
k=0 :

The Lie bracket [v, w] of two vector fields v and w is itself a vector field. The question
that will be answered next is with which flow the vector field [v, w] is associated. For this
purpose, the following theorem is given without proof:

Theorem A.1 (Lie bracket as commutator). Let ®Y and ®}¥ be the local flows of the
vector fields v and w on a manifold M. Furthermore, let ¢(t) denote the composition
of the flows ®} and ®}Y in the form

o(t) :=®Y, 0 BY, 0 B} 0 ®)(p) (A.54)

Then, for every smooth function h € C*°(p), the following holds

(A.55)

Figure A.5 provides a graphical interpretation of this fact. The flow generated by the
Lie bracket [v,w] is evidently a measure of how strongly the flows ®) and ®}' on M
commute. For this reason, the Lie bracket [v, w] is often referred to as the commutator of
the two vector fields (derivative operators according to Definition A.3) v and w. It can
be easily shown that [v, w] vanishes identically, i.e., [v,w] = 0, if the following condition
holds

BY oY = BV o BY, (A.56)

for all m and 7.
For v(x) = Ax and w(x) = Bx with A, B € R™*", it is obvious that

[v,w] = (BA — AB)x , (A.57)

where the matrix [A, B] = BA — AB is also known as the commutator of the matrices A
and B.
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AL AL ()

P27 (p)

PV @Yo Mo ' (p)

Figure A.5: The Lie bracket as a commutator.

A.5 Distribution and Codistribution

In this section, linear subspaces of the tangent space Tp M or the cotangent space 75 M
of a manifold M are examined in more detail. The following definition is introduced:

Definition A.13 (Distribution). Let M be a smooth n-dimensional manifold. A
rule that assigns to each point p € U C M a linear subspace A, of the tangent space
TpM in the form

Ap =span{vip,Vap,...,Vip} (A.58)

is called a (smooth) distribution. The distribution is called regular in a neighborhood
V of the point p € V C U with basis v; 5,7 =1,...,d, if for all q € V' it holds that

dim(Ag) =d . (A.59)

If xT = [z1,...,2"] denotes the local coordinates of a chart for an open set of the
manifold M that completely contains the neighborhood V', then the distribution can be
expressed in local coordinates in the form

A(x) = span{vi(x), va(x),...,vq(x)} (A.60)

If a smooth vector field f(x) satisfies f(x) € A(x), then f(x) can always be expressed in
V' in the form

d
f(x) = hi(x)vi(x) (A.61)
i=1
with smooth functions h;(x),i = 1,...,d. It is also said that a distribution A;(x) contains

a distribution Ag(x), Ag(x) C Aq(x), if for every f(x) € Aqs(x) = f(x) € A1(x).
With this, the concept of involutivity can now be formally defined. A geometric
interpretation of this concept will be provided in the following section.
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Definition A.14 (Involutivity). A regular distribution
Ap =span{vyp,Vap,...,Vip} is said to be involutive on V' if for all q € V' it holds
that

[Vi,q,Vj7q] € Aqa Za] = 17 OO 7d . (A62)

It is important to note that a 1-dimensional distribution and an n-dimensional distribu-
tion defined on an n-dimensional manifold are always involutive. If a distribution A(x)
is not involutive, one is often interested in the smallest possible dimension distribution
that is involutive and contains A(x). This distribution is called the involutive closure
inv(A(x)) of A(x) with A(x) C inv(A(x)).

Ezample A.2. Ts the distribution A(x) = span{v;(x), va(x)} with xT = [z}, 22 23, 4]
and the smooth vector fields
(222 1
1 0
vi(x) = , va(x)=| , (A.63)
0 z
2 0
involutory? By the expression of the Lie bracket
000 o]f[222] [o 2 0 o][1] o
0 0 0O 1 0 0 0 0f]O0 0
v, val(x) = — = A.64
Vv =100 ol | o 000 0f 22| |1 (A.64)
00 0O 2 0 0 0 0f]O0 0
it is immediately recognized that
Tang{Vl (X)a VQ(X)a [vla VQ](X)} =3 (A65)
and thus A(x) is not involutory. A simple calculation shows that
[Vi(x), [V, vo](¥)](%) = 0, [va(x), [v1, Vo] (x)](x) = 0 (A.66)
and thus the involutory closure inv(A(x)) of A(x) is given by
inv(A(x)) = span{vi(x), va(x), [vi, ve](x)} (A.67)

In an analogous way, a codistribution can now also be defined as a linear subspace of
the cotangent space 75 M of a manifold M.

Definition A.15 (Codistribution). Let M be a smooth n-dimensional manifold.
A prescription that assigns to each point p € U C M a linear subspace A} of the
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cotangent space 75 M in the form
A; =span{oip,02p,.--,Omp} (A.68)

is called a (smooth) codistribution. The codistribution is called regular in a neighbor-
hood V of the point p € V C U with the basis 05,7 =1,...,m, if forall q € V it
holds

dim(Aa) =m. (A.69)

If xT = [a:l, ...,2"] denotes the local coordinates of a chart for an open set of the
manifold M that completely contains the neighborhood V', then the codistribution is
written in local coordinates in the form

A*(x) = span{o(x),02(x),...,om(x)} (A.70)

If now for a smooth covector field n(x) it holds n(x) € A*(x), then n(x) can always be
expressed in V' as

m

n(x) =Y hi(x)oi(x) (A.71)

i=1
with the smooth functions h;(x),i = 1,...,m. It is also said that a codistribution A% (x)
contains a codistribution A3(x), A5(x) C Aj(x), if for every n(x) € Aj(x) = n(x) €

A (x).
A special codistribution that will play a crucial role later on is the so-called annihilator
AL of a distribution A.

Definition A.16 (Annihilator). Let M be a smooth n-dimensional manifold with a
regular d-dimensional distribution A = span{vi,vs,...,v4} in a neighborhood V' of
the point p. The annihilator At is the set of all linear functionals o such that

o(v))=0, i=1,....d (A.72)
with
dim (AJ‘> =n—dim(A)=n—d (A.73)

forallg e V.

It is immediately clear from Definition A.16 that if Ag(x) C Aq(x), then Af(x) C
A5 (x). In local coordinates x of a chart, if we consider the vector fields v;(x),i = 1,...,d,
of the distribution A(x) = span{v(x), va(x),...,v4(x)} as column vectors of a matrix

V(x) = [vi(x), va(x),...,va(x)], (A.74)
then the components of the annihilator At(x) = span{o(x), o2(x),...,0,_4(x)} can
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be summarized as row vectors in the matrix

o1(x)
N(x)=| o2(x) (A.75)
O'n,d(X)
and the relationship holds
Yx)V(x)=0. (A.76)

Thus, the annihilator can be determined through the null space or kernel of VT (x).

A.6 Frobenius’ Theorem

In Section 6.3, specifically (6.57) - (6.64), and in section 6.5.1, in particular (6.146), the
independent solutions h;(x),j = 1,...,n — d of a specific system of first-order partial
differential equations of the form

(aaxhj(x))vk(x) —0 (A7)
were sought with the linearly independent smooth vector fields vi(x),k =1,...,d and
the local coordinates x* = [z!,... 2"]. If we combine the vector fields vi(x) into a

regular distribution A(x) = span{vi(x), va(x),...,v4(x)}, the solvability of (A.77) can
also be traced back to the question of whether an annihilator A+ (x) of A(x) can be found,
which can be spanned by n — d exact differentials (see also (A.30)) of n — d functionally
independent smooth functions h;(x),j = 1,...,n — d of the form
1 ~Ohy
A~ (x) = span{dh(x),dhs(x),...,dh,—q(x)}, dhj(x) = Tai dz (A.78)
i=1

with dim (AL(X)) =n — d. If such an annihilator can be found, i.e., a solution to (A.77)

exists, then one also says that the distribution A(x) is completely integrable. The Frobenius
Theorem now provides a necessary and sufficient condition for the complete integrability
of a distribution.

Theorem A.2 (Frobenius Theorem). A regular distribution is completely integrable
if and only if it is involutive.

For the proof of this theorem, we refer to the literature, but a geometric interpretation
can be given as follows: Consider a smooth n-dimensional manifold M with a regular
d-dimensional distribution A. An r-dimensional submanifold N of M is called an integral
manifold of A if every vector field from A lies in the tangent space of A/. A distribution
is called completely integrable if local coordinates y', 42, ..., y% y*1, ..., y™ exist such
that the submanifolds characterized by y®t! =const, y?*t2 =const, ..., y" =const are
d-dimensional integral manifolds. A chart with these coordinates is also called a Frobenius
chart. That is, if a d-dimensional distribution Ay is involutive in a neighborhood U of a
point p, then there always exists a d-dimensional manifold (integral manifold) N such
that the tangent space TN coincides with Ap in U.
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B State Observer Design for Linear
Time-Varying Systems

In this appendix, linear time-varying systems of the form

—x =A(t)x+ B(t)u, t > to, x(to) = X0 (B.1a)
y = C(t)x, t>to (B.1b)

with state x € R”, input u € RP, and output y € R? are considered. Furthermore, it
is assumed that the entries of the matrices A(t), B(t), and C(t) are sufficiently often
continuously differentiable functions of time t. If a state transformation is performed for
the system (B.1) as

x=V(t)z (B.2)
with the properties that
(A) V(t) is regular for all t > tg, i.e., |det(V(t))| > & > 0 for all ¢ > ¢y, and
(B) the entries of V() are continuously differentiable functions of time ¢ for all £ > ¢g,

then the equivalent transformed system is obtained as

%z =V (-VO) + AOVE) 2+ VIOB@ U, t>t,  2(te) = V' (to)xo
————— ———
AQ) B(t) 0
(B.3a)
y =C(t)V(t) z, t>to 3b)
5,—/
C(t)

Definition B.1 (Lyapunov Transformation). The transformation (B.2) is called
a Lyapunov transformation if V(t) and V~1(¢) are bounded for all t > t, i.e.,
[V(®)|l; < k1 and |[V=1(t)||, < k2 for suitable positive constants 1, x2, and all times
t > to.

For the relationship of stability between the two systems (B.1) and (B.3), the following
theorem holds:

Theorem B.1 (Stability of Equivalent Linear Time-Varying Systems). If the two
systems (B.1) and (B.3) are connected through a Lyapunov transformation according
to Definition B.1, then the exponential stability of one system implies the exponential
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stability of the other system.

FEzxercise B.1. Prove Theorem B.1.

Remark: Use Definition 3.12 of the exponential stability of non-autonomous
systems.
Next, one requires a definition of observability for linear time-varying systems.

Definition B.2 (Uniform Observability of Linear Time-Varying Systems). The system
(B.1) is called uniformly observable in the time interval [to,t1] if the observability
matrix

M} C(t)
M, C(t)
O(C(t), A(t)) = : (B.4)
M C(t)
with the operator
Mf C =M} (M C)
M}y C = %C+CA, (B.5)
MY C=C

has rank n for all times ¢ € [to, t1].

Exercise B.2. Show that the observability matrix (’)(C(t), A(t)) of the equivalent

transformed system (B.3) is related to the observability matrix of the original system
(B.1) through the relationship

O(C(t), A(t)) = O(C(t), A(t))V(t) (B.6)

The exercise above demonstrates that a state transformation of the form (B.2) does not
alter the observability property.

Although the theory of observer design presented below is directly applicable to multi-
input systems of the form (B.1), for the sake of clarity, we will focus on linear time-varying
single-input systems

%x = A(t)x + b(t)u, t > to, x(to) = X0 (B.7a)

y=c'(t)x, t >t (B.7b)

In the first step of the observer design, a state transformation (B.2) is sought for the
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system (B.7) such that the system in the transformed state z is in observability canonical
form

2 0 ... 0 —ao(t) 2 bo(t)
q 29 10 0 _al(t) Z22 by (t)
1 = 1 : Lo+ : u (B.8a)
Zn—1 0 0 0 *an,Q(t) Zn—1 bnf2(t)
| *n | 0O O oo 1 —an_l(t) | *n | _bnfl(t)_
N—— - N
z Ap(b) z bg(t)
_ . -
22
y=10 0 ... 0 ()] | : (B.8b)
cL(t) “n—1
Zn
L J

where the function ¢, (t) # 0, t > to represents a degree of design freedom. According to
(B.3), the transformation matrix V(¢) must satisfy the following conditions

V) (=Y + ABV(H) = Ap(t) (B.9a)
cl(H)V(t) = ch(t) (B.9b)
If we express V(t) in terms of column vectors v;(t),7 =1,...,n as
V() =[vit) valt) ... va()] (B.10)
then condition (B.9a) can be formulated as follows
—VTt)+ VI)AT@) = AL )V (1) (B.11)
[ T +vimAaTe) 1T 0 11 v |
—V3(t) +vi(t)AT(t) 0 0 1 0 va (t)
v () + \.zz,l(t)AT(t) 6 6 . 0. 1 vii (@)
—Vy(t) +vi()AT() |—ao(t) —ai(t) ... —an—o(t) —an—1(t)| | va(t) |
(B.12)

It is immediately apparent that the column vectors of the transformation matrix V(t)
must satisfy the following equations

=y (1) + Vi ()AT() = v (1), i=2....n (B.13a)
—T(0) +VIOAT() = ~3 a4 (VT (B.13b)
7=1

Lecture Nonlinear Dynamical Systems and Control (SS 2026)
©A. Deutschmann-Olek and A. Kugi, Automation and Control Institute, TU Wien



B State Observer Design for Linear Time-Varying Systems Page B4

Analogous to the operator MIX from (B.5), the operator N IIK is introduced in the form

NAB =Ny (NA'B) | (B.14)
d

NLB= -3 BTAB, (B.15)

NAB=B (B.16)

Then the equations (B.13) can be rewritten as follows
vi(t) = Vi 1 (t) + A{t)v; 1 (t) = N T vi(t), j=2,...,n (B.17a)
N% vi(t Zaj )N% v (t (B.17b)
Substituting v;(t),j = 2,...,n from (B.17a) into (B.9b), we obtain

V() =T()NY Nh ... Ny vi(t) = k(1) . (B.18)

Lemma B.1. The two following sequences of conditions

") NQvi(t) =0,
CT(t) N}g vi(t) =0,... ,cT(t) N"X vi(t) =0 (B.19)
and
(MOA cT(t))Vl (t) =0 , (B'20)

are equivalent for k > 0.

Fzercise B.3. Prove Lemma B.1.

Remark: Note that from cT(¢)vy(t) = 0 it follows & (cT(t)v1 (t)) = eT(t)vi(t)+
cT(t)vi(t) = 0.

Applying Lemma B.1 to (B.18), we obtain the relation

MY T (#) 0

1 cT
O 0 —eatn = | (B.21)
My et (1) calt)

O(c™(1),A(t))
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and assuming the system (B.7) is uniformly observable according to Definition B.2, v (¢)
can be calculated in the form

vi(t) = 071 (1), A1) (B.22)

Thus, the transformation matrix V(¢) to observability canonical form (B.12) reads
V() =[Ny Ny L Ny (B.23)

with v1(¢) as the last column of the inverse observability matrix O~! (cT(t), A(t)) (see

(B.4)) multiplied by the function yet to be chosen cy,(t).
If the system is in observability canonical form according to (B.8)

d
&Z = AB(t)Z + bp(t)u, t > t, Z(to) =7 (B.24a)

y=ck(t)z, t > to, (B.24b)

then the time-varying observer gain

KE(t) = [kpo(t) kpa(t) ... Epnoa(t)] (B.25)
for the full observer
d .
ai = AB(t)ﬁ + bB(t)u - kB(t)(y — :l}), t > to, i(to) =720 (B.26a)
§=ck(t)z, t > to (B.26b)

with the estimated state Z can be calculated in a simple way by examining the error
dynamics Z =z — 2

00 ... 0 kB’()(t)Cn(t) — ao(t)
1 .0 kpi(t)en(t) —ai(t)
2= (As®) +ks()ch®)z= |1 - : z (B.27)
Ap. 0 0 ... 0 kpn2(t)en(t)—an—a(t)
0 0 ... 1 kpp-1(t)ea(t) —an—1(t)]
more closely. Choosing
k() = Cnl(t)(aj(t)—pj), j=0...n—1, (B.28)
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with the coefficients p;, j = 0,...,n—1, the characteristic polynomial of the error dynamics
matrix A, in the form s" + Pn_15""1 + ...+ po can be arbitrarily specified. To calculate
the time-varying observer gain R(t) for the observer in the original state x

d

X =AM +b(t)u - k() (y —9), t > to, %(to) = %o (B.29a)
§=cr(t)%, t>to (B.29Db)

for the syste m (B.7), one simply performs the inverse state transformation for the observer
~1

(B.26) 2 (t)x,t > top with V(¢) according to (B.23) in the form
d o R R A
TR=VO(VT O+ AsOVTH0) %+ V(Obs(t)u - V(Oks(t)(y — )  (B.30a)
A b(1) k(t)
§=ch(t)V(t)%, (B.30b)
—_————
20

for t > to and X(to) = V(t0)Zo. Using (B.23) and (B.28), the expression for the observer
gain k(¢) can be simplified as follows

= c,f(t) 0 (N4 Vi) (a(0) = )
1 n—1 . ! n—1 ) (B.31)
P Avi(t))a () Cn(t)g(NAw(t))pj

FIY_Ng vi ()

This procedure can also be found in the literature as "pole placement" for linear
time-varying systems and is summarized as follows.

Theorem B.2 (Ackermann’s formula for linear time-varying systems). Assuming
that the linear time-varying system (B.7) is uniformly observable for t > to according
to Definition B.2, i.e., the observability matrix

Mj c'(t)
O(cT(t), A(t)) = Ma (::T(t) (B.32)

Mj et (t)
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with the operator
Mg T = M} (M5 eT) (B.33)
d
M} et = acT +ctA (B.34)
MY cT =cT (B.35)

has rank n for all times t > ty. Then, the time-varying observer gain ﬁ(t) of the state
observer (B.29) is given by

k(t) = — Cnl(t) (Po NG +p1NA +... ot NAT1 4 NG Jvi (2) (B.36)
with
0
vi(t) = 07 (1 (1), A(®)) O , (B.37)
enlt)

the operator
NE vi =N, (V1w )

d
Nk V] = —avl + Avy (B38)

0
NAV1 = Vi

and the freely chosen function c,(t) # 0 for all times t > to. This leads to a time-
invariant error dynamics matriz Ap. = Ag(t) + kp(t)ch(t) in the transformed state
Z of the observability canonical form (see (B.27)), whose characteristic polynomial
S+ pp_18" 4. .. +po with coefficients pj, j =0,...,n—1, can be arbitrarily chosen
as a Hurwitz polynomial.

Under the assumption that the transformation (B.2) with
Ve =Ny Nh ... Ny wi) (B.39)
to the observability canonical form (B.8) according to Definition B.1 is a Lyapunov

transformation, it follows from Theorem B.1 the exponential stability of the observer
error dynamics

4 (A@) + k()" (1) % (B.40)
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in the original state x. Note that the observation errors X and Z are related through
the equation X = V(t)Z.

Ezercise B.4. Show that Theorem B.2 for linear time-invariant systems of the form

d
= Ax + bu, x(tg) = xo (B.41a)

y=c'x (B.41b)

reduces to the well-known Ackermann formula for linear time-invariant systems.

Exercise B.5. In linear systems, finding a state feedback controller and a state observer
are dual problems. Consider how you can design a state feedback controller for linear
time-varying systems of the form (B.7) using the theory presented here. Analogous to
Definition B.2, the system (B.7) is called uniformly controllable in the time interval
[to, t1] if the controllability matrix

R(A(1),b(t)) = [NQ b(t), N} b(t), ..., N5 b(t)] (B.42)
with the operator N& according to (B.16) has rank n for all times t € [to, t1].

Example B.1. Consider the simple linear time-varying system as an example:

d 0 3 0
ETR [_1 5 exp(—31) x + NE x(to) = X0 (B.43a)
Yy = [sin(t) 4}){ ) (B.43b)

The determinant of the observability matrix in

O (1), A1) = [MA ° Eg]

l sin(t) 4
 |cos(t) — 4 3sin(t) + 20 exp(—3t)

(B.44)

is calculated as
det (O (1), A(t))) = 3(sin(t))” + 20 exp(—3t) sin(t) — 4cos(t) + 16, (B.45)

from which it can be seen that the system (B.43b) is uniformly observable for all
t > to > 0 according to Definition B.2. Choosing in (B.22)

ea(t) = det(O(c (1), A1) ) , (B.46)
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leads to

vi(t) = l 4 ] (B.47)

sin(t)

or for the transformation matrix V(t) obtained from (B.23)

(B.48)

Vit) = [ —4 3sin(t) ] .

sin(t) —cos(t) +4 + 5exp(—3t) sin(t)

Ezercise B.6. Show that x = V(t)z with V(¢) from (B.48) is a Lyapunov transforma-
tion according to Definition B.1.

Choosing a desired characteristic polynomial of the error system in observability
canonical form as a Hurwitz polynomial of the form s? 4+ pis 4+ py with suitable
coefficients pg and p1, the corresponding observer in the original state x is given by

d . 0 3 R 0 ~ . A 5
Fre [_1 5exp(—3t)] X+ [21 u—k(t)(y—19), t>ty, X(to)=%0 (B.49)
j=|sin(t) 4]x, t>tg (B.50)

with the time-dependent observer gain

R(t) = —— lkl(t)] (B.51)

and
k1(t) = 4po — 12 — 3py sin(t) + 6 cos(t) — 15 exp(—3t) sin(t),
ka(t) = —4p1 + exp(—3t)(10 cos(t) — (15 + 5p1) sin(t) — 20), (B.52)
— (4 — po) sin(t) + p1 cos(t) — 25 exp(—6t) sin(t) .
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