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Abstract 
The field of robotics is one of the most innovative in the last decade. We are moving now 
from conventional, unintelligent industrial robots to mobile, intelligent, cooperative robots. 
This new generation of robots offers a lot of new application fields. Some of them will be 
growing dramatically in the nearest future.  
 
Therefore in this paper the present state will be discussed, selected applications described 
and an outlook on future developments will be given. 
 
Keywords: Mechatronics, industrial robots, intelligent robots, cooperative robots. 

1. Introduction 

Conventional industrial robots from the late 70´s are now only a tool on the production level. 
One of the oldest dreams of the robotic community – intelligent, mobile, cooperative as well 
as humanoid robots – starts to become reality not only because of the rapid development of 
“external” sensors and micro- and nanotechnology.  
 
External sensors (e.g. visual, auditive, force-torque…) combined with micro drives, 
embedded systems,…    offer intelligent robots the possibility to see, hear, speak, feel, smell 
like humans. Compared with conventional, unintelligent, industrial robots, intelligent robots 
fulfill new, innovative tasks in new application areas. 
 
There are three “starting” points for the development of intelligent robots:  Conventional, 
stationary industrial robots; mobile, unintelligent platforms (robots) and walking machines. 
Stationary industrial robots equipped with external sensors are used today for assembly and 
disassembly operations, fluelling cars, cleaning of buildings and airplanes, humanitarian 
demining ... and have been the first “intelligent” robots.  
 
Mobile platforms with external sensors are available since some years and cover a broad 
application field. The core of each robot is an intelligent mobile platform with an on-board 
PC. On this platform, various devices, like arms, grippers, transportation equipment, etc., can 
be attached. Communication between the „onboard PC“ and the „supervisory PC“ is carried 
out by radio-based networks - communication with the environment can be accomplished by 
voice, beep or bell. 
 
Walking machines or mechanisms are well known since some decades. Usually they have 4 
to 6 legs (multiped) and only in some cases 2 legs (biped) – walking on two legs is from the 



view of control engineering a very complex (nonlinear) stability problem. Biped walking 
machines equipped with external sensors are the basis for “humanoid” robots. 
 
It was an old dream to have a personal robot looking like a human. Main features of a 
humanoid robot are  

 biped walking 
 voice communication – speech recognition 
 facial communication 

 
The main feature of a real human is the two legged movement and the two legged way of 
walking. Much research has been conducted on biped walking robots because of their greater 
potential mobility. On the other side they are relatively unstable and difficult to control in 
terms of posture and motion.  
 
In addition these intelligent robots – especially mobile platforms and humanoid robots - are 
able to work together on a common task in a cooperative way. The goals are so called “Multi 
Agent Systems – MAS”. MAS consist of a distinct number of robots (agents), equipped with 
different arms, lifts, tools, gripping devices, ... and a host computer. MAS have to carry out a 
whole task e.g. assemble a car. The host computer divides the whole task in a number of 
different subtasks (e.g. assembling of wheels, windows, brakes, ...) as long as all this subtasks 
can be carried out by at least one agent. The agents will fulfill their subtasks in a cooperative 
way until the whole task is solved. 
 
In industry intelligent robots will work together with humans in a cooperative way on a 
common working place. 

2. Application examples 

In the following some examples for introducing AI methods on a very low and cheap level in 
SME´s will be shortly described and discussed. These solutions were developed with and are 
realised in companies. 

2.1. Disassembly cell for printed circuit boards 

The layout of the cell is shown in Fig.  1. The basis of a disassembly cell is a very stiff frame 
construction developed from commercially available profiles. In a manual feeding station the 
PCBs with a maximum size of 300 x 220 mm are attached on special work holding device. 
The disassembly cell consists of 4 stations: 

 Vision system  
 Laser desoldering system 
 Removal station 
 Heating removal station 

 



 
Fig. 1 Layout of the disassembly cell for PCB’s (Kopacek, Noe, 2001)  

The vision system has several tasks. It has to recognize the re-useable parts by means of a 
data base containing the data (kind, production company, assigned, dimensions). The vision 
system has to detect the re-useable part and to determine the position, the size and the centre 
of inertia. Furthermore it has to classify the useable parts to be desoldered or removed from 
sockets.  
 
The desoldering station consists of a cross table – two linear axes – controlled to reach every 
point (centre of inertia) on the PCB. The desoldering process is carried out by laser 
technology. The desoldered parts are put on a distinct area outside the laser from which they 
are removed by the industrial robot and to put into the appropriate magazines.  
 
The third station is the removal station for socket parts. An industrial robot equipped with 
special grippers as well as external sensors carries out process. The robot removes these parts 
and puts them also in the right magazines. A prototype of this disassembly cell is now in use 
since 3 years. 

2.2. A semiautomatized Disassembly Cell for Mobile Phones (Kopacek, Kopacek, 2003) 

After a detailed analysis of used mobile phones concerning the parts as well as the assembly 
technology and tests for disassembly with the most frequent mobile phones the following 
concept for the disassembly cell was created (Fig.  2). It consists of five automated stations 
plus a manual feeding and removal station: 

 Feeding and removal station 
 Drilling and milling station 



 Removal station for the covers 
 Drilling station 
 Circuit board removal station 
 Drilling station 

 
For disassembly of the mobile phones they were fixed on a pallet in a distinct position. These 
pallets are moving around on a transportation system. According to the necessary 
disassembly operations the pallets with the mobile phones to be disassembled are stopped, 
lifted and fitted in a distinct station. 
 

Before the mobile phone is fixed on a pallet the power supply will be removed and the type 
of the handy will be recognized by a barcode reader manually. Now the control computer 
knows exactly the type of the handy. The main dimensions of the handy are stored in a 
database of the host computer.  

 
 

Fig.  2 Layout of the disassembly cell (Kopacek, Kopacek, 2003) 

 
In the drilling and milling station (no. 2) the upper part of the handy will be cut off from the 
lower part and the screws – usually between 4 and 17 – are removed by a simple drilling 
mechanism. The dust content is removed by air from the pallet.  
 
In the third station – the cover removal station – the cover as well as the keyboard of the 
handy will be removed by pneumatic sucks. These two parts are separated in a storage 
device. In the next station – drilling station; no. 4 – the screws which connect the printed 
circuit board on the lower part of the housing are removed. In the printed circuit removal 
station various other parts will be removed from the handy and separated in special storage 
devices. Because some mobile phones have additional parts connected with the power part of 
the housing of the handy the remaining screws will be removed in the last drilling station – 
station 6. Finally the lower part of the handy will be removed in the fixing and removal 
station. 



 
As a development of this semi-automated disassembly cell for used mobile phones some 
previous tests were necessary. For the milling in the drilling and milling station (no. 2) it was 
necessary to make tests with grinding wheels, with different saws and with milling devices. 
Finally a milling device was chosen as the right tool for this task. 
Further extensive tests were carried out for the removal of the screws. From the literature 
there are very high sophisticated, complicated and therefore very expensive and heavy 
devices known. We found a very simple and very cheap method for the removal of the 
screws. 

2.3.A ‘Tool Kit’ for mobile robots 

The basis of a modular concept for mobile robots is the Mobile Robot Platform (MRP) which 
can be described as a multi-use mobile robot, developed in its basic configuration. 
These platforms can be divided in some basic systems: 

 Locomotion system 
 Driving system 
 Main control system 
 Communication system 

 
The mobile robot platform can be upgraded and modified by adding a number of peripheral 
systems and tools for the performance of different tasks or functions. There is a large variety 
of tools, which can be used. 
Basically these tools can be divided into two major categories: 

 Conventional tools 
 Special tools 

 
Conventional tools (screw drivers, drilling tools, polishing tools, etc) are similar in regard to 
their function to conventional hand-held tools for manual operations. The difference is in 
their design, since they have to be fixed on the mobile robot platform, and actuation. 
Special tools installed onboard of a mobile robot platform changes the same to a specialized 
mobile robot system. When special tools are lightweight constructed the manipulation system 
can be more flexible and with wider reach. Heavier tools cannot be very flexible. They need 
more rigid and strong manipulation systems. So there is often only one degree of freedom 
applied, and the other DOFs are realized by the mobility of the platform.  
Installing a tool changing system enables the robot to achieve a wide variety of performable 
operations. Tool changing systems are normally placed at the end of a robot arm. They have 
to be light, simple and very reliable. 
 
The basic configuration of each mobile robot platform has its integrated sensors. The 
navigation system makes excessive use of sensor for position determination and collision 
avoidance. But there are numerous possibilities to upgrade the system with additional sensors 
for some special applications or to extend its abilities. 
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Fig.  3  Modular Robot System (Shivarov, 2001) 

 
In many mobile robot applications transportation is an important part of the overall task. To 
transport different items mobile robot platforms have to be upgraded with another type of 
peripheral devices: special storage systems or devices. 
Although mobile robot platforms are normally equipped with a communication system it 
could be necessary to use some special communication systems. Especially in multi agent 
systems (MAS) where a team of robots acts together is communication between the team 
members of importance. 

2.4. A Tool Kit for Humanitarian Demining (Kopacek, 2004) 

According to current estimates, more than 100.000.000 anti-personnel and other landmines 
have been laid in different parts of the world. A similar number exists in stockpiles and it is 
estimated that about two million new ones are being laid each year. According to recent 
estimates, mines and other unexploded ordnance are killing between 500 and 800 people, and 
maiming 2.000 others per month. 
 
Landmines are usually very simple devices which are readily manufactured anywhere. There 
are two basic types of mines:  

 anti-vehicle or anti-tank (AT) mines and  
 anti-personnel (AP) mines.  

 
AT mines are comparatively large (0.8 – 4 kg explosive), usually laid in unsealed roads or 
potholes, and detonate which a vehicle drives over one. They are typically activated by force 
(>100 kg), magnetic influence or remote control. 
AP mines are much smaller (80-250g explosive, 7-15cm diameter) and are usually activated 
by force (3-20kg) or tripwires. There are over 700 known types with may different designs 
and actuation mechanisms. 
 
Hand-prodding is today the most reliable method of mine clearing, but it is very slow, and 
extremely dangerous. A person performing this type of clearing can normally perform only 



this task for twenty minutes before requiring a rest. This method clears one square meter of 
land in approximately 4 minutes. A better solution for the future is the usage of demining 
robots. 
 
Today used methods for destroying and removal are brutal force mechanical methods 
including ploughs, rakes, heavy rolls, flails mounted on tanks. The main problem with this 
method is the contamination of the ground for 10 – 20 years. 
 
The advantages of robots for demining are: 

 Minefields are dangerous to humans; a robotic solution allows human operators to be 
physically removed from the hazardous area. 

 Robots can be designed not to detonate mines. 
 The use of multiple, inexpensive robotized search elements minimises damage due to 

unexpected exploding mines, and allows the rest of the mission to be carried on by the 
remaining elements. 

But there are also disadvantages of using robots: 
 it is very difficult for robots to operate in different frequently rough terrain 
 they are still expensive 
 you need special qualified operators 

 
Teams of robots can be connected so that one team is for searching and one for destroying or 
displacement. This means that many robots are searching and a few or only one robot is 
destroying or displacing the mines. 

 
Fig.  4 Robot swarms for demining (Kopacek, 2004) 

Robot swarms improve the capacity of robotic applications in different areas where robots 
are already used today. Robot swarms are similar to – or a synonym for - ‘Multi Agent 
Systems – MAS’. These systems are very well known in software engineering – “software 
agents” - since more than twenty years. In the last years there are more and more works 
related to “hardware agents” like robots. 
 
As mentioned before the use of modular robots is perfect for the design of task specific 
demining robots because of the similarities between the tasks. All three different types of 
robots can be constructed by the toolkit mentioned before. 
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Fig.  5 “Tool Kit” for demining robots (Kopacek, 2004) 

2.5.Roby-Run : a mobile mini robot 

One of the newest application areas of service robots is the field of entertainment, leisure and 
hobby because people have more and more free time.  
 
Robot soccer was introduced with the purpose to develop intelligent cooperative multi-robot 
(agents) systems (MAS). From the scientific point of view a soccer robot is an intelligent, 
autonomous agent, carrying out tasks together with other agents in a cooperative, coordinated 
and communicative way. Robot soccer provides a good opportunity to implement and test 
MAS algorithms. One of the newest approaches in robotics is the application of robots in 
entertainment, leisure, hobby and education. A new term “edutainment” – composed of two 
words, education and entertainment, is widely spread. The Robot soccer is a good tool to 
teach people the complicated technical knowledge in the way of playing. At our institute two 
robot soccer teams in category MiroSot (Micro-Robot Soccer tournament) are used as a test 
bed for MAS and edutainment. 
 
The size of playground (Fig. 6) bounded on all sides in category "MiroSot" is 150 x 130cm, 
220 x 180cm, 280 x 220 cm or 440 x 280 cm depending on the number of the players. 
 
A camera at a height of approximately 2m delivers pictures to the host computer. With color 
information placed on the top of the robot, the vision software calculates the position and the 
orientation of robots and the ball. The host computer generates motion commands using 
implemented game strategy and position information and sends to the robots by wireless 
communication.  
 
The human operators are not allowed to directly control the motion of their robots either with 
a joystick or by keyboard commands under any circumstances. While a game is in progress 
the host computer can send any information autonomously. The duration of a game shall be 
two equal periods of 5 minutes each, with a half time interval for 10 minutes. 
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Fig. 6 Overall system of robot soccer (Kopacek et. al, 2003) 

  

Fig. 7 The mobile mini robot 

3. The new concept of a Humanoid Robot 

Currently there are worldwide two categories of two legged humanoid robots available: 
 
 “Professional” humanoid robots developed by large companies with a huge amount of 
research capacities. Examples are: the Honda robots (P1, P2, P3, ASIMO) – with the idea to 
assist humans in everyday working, the SONY robots ( SDRX – 3,4,5) – with the background 
to serve mostly for entertainment, leisure and hobby or in the future as personal robots. 
 
 “Research” humanoid robots: There a lot of such robots currently available or in the 
development stage e.g. approximately worldwide more than 500 University institutes and 
research centres are active in this field. The robots of this category a usually prototypes 
developed by computer scientists to implement methods of AI, image processing, theoretical 
scientists from mechanics implementing and testing walking mechanisms, control scientists 
to implement new control strategies, social scientists to implement human machine interfaces 
(HMI) for an efficient communication between humans and humanoid robots. 
 
We are currently working on a humanoid, two legged robot called ARCHIE. The goal is to 
build up a humanoid robot, which can simulate in some situations a human being. Therefore 
Archie needs a head, a torso, two arms, two hands and two legs and will have the following 
features: 

1. Height:   80 - 100 cm 
2. Weight:   less than 40kg 
3. Operation time: minimum 2hrs 



4. Walking speed: minimum 1m/s 
5. Degrees of freedom minimum 24 
6. “On board” intelligence 
7. Hands with three fingers (one fixed, two with three DOFs) 
8. Capable to cooperate with other robots to form a humanoid Multi Agent System 

(MAS) or a “Robot Swarm”. 
9. Reasonable low Selling Price – using commercially available standard components. 

 
The control system is realised by a network of processing nodes (distributed system), each 
consisting of relative simple and cheap microcontrollers with the necessary interface 
elements. According to the currently available technologies the main CPU is for example a 
PDA module, one processor for image processing and audio control and one microcontroller 
for each structural component, e.g.: a Basic Stamp from Parallax. 

4. A mobile mini robot for space applications: Roby Space 

To get energy from the sun an approach is to set up nets with solar cells in the space and 
transmit the obtained energy to earth by microwave. A net (approximately 40 x 40 m) 
equipped with solar cells should be built in outer space (~ 200 km above the earth). The main 
problem is the positioning of the solar cells on the net structure. To fulfil this task 
autonomous mobile robots are necessary which are able to move (crawl) on this large 
quadratic structure – mesh (20 – 40m side length). The distance of the mesh lines is between 
3 and 5cm; the thickness of the wires between 1 and 3mm.  
 
The features of an autonomous mini robot for this purpose are: 

 the maximum dimension 10x10x5cm 
 light weight (less than 1 kg) 
 on board power supply for approximately 10min  
 equipped with a camera sending pictures to the earth 
 wireless communication with the mother satellite by Bluetooth or similar 
 free movement on the mesh 
 mechanical and electronic robustness against vibration and shock. 

 
The paper deals with the development of a low cost mini robot able to move on a mesh in 
outer space. Main difficulty is the design of the moving and holding mechanism of the robot 
on the mesh. Other difficulties are that the working environment is outer space (about 200 km 
over the earth) – low/high temperature, radiation, micro-gravity etc. - and the robot should be 
brought by means of rocket - vibration and shock. The requirements on the robot are the 
limited maximum size (10 x 10 x 5 cm), a simple mechanical construction, miniaturized 
electronics, robustness, “low cost”, and independence of the mesh’s dimension (from 3 x 3cm 
to 5 x 5cm).  
 
Already two prototypes (Fig. 8) - Roby-Sandwich and Roby-Insect - were built and tested. 
Two tests – low temperature test at the 40 degree below zero and micro gravity tests- were 
already successfully done. At the 40 degree below zero Roby-Sandwich crawled on the net 
without any problem. In January 2005 two robots were tested in the micro-gravity 
environment by means of the parabolic flights in Japan. 



 
Fig. 8 Roby-Sandwich (Left) and Roby-Insect (Right) (Kopacek et. al (2004)) 

5. SUMMARY AND OUTLOOK 

In this paper some new applications of a new robot generation are described. In addition 
modern information technologies lead to loneliness of the humans (teleworking, telebanking, 
teleshopping,....). Therefore service robots will become a real “partner” of humans in the 
nearest future. One dream of the scientists is the “personal” robot. In 5, 10 or 15 years 
everybody should have at least one of such a robot. Because the term personal robot is 
derived from personal computer the prices should be equal. 
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Abstract: Image information streams involve relatively high-speed large data packets for most 
applications. To secure ad-hoc transactions like those involved in Robot environment, public -
key techniques with high-complexity modular computations are required. This paper presents 
a general technique to simplify processing modular arithmetic for image authentication in 
environments having low computation capability such as robot equipments. We introduced 
earlier a general novel technique called Fuzzy-modular computation in [1]. The basic idea 
behind such fuzzy arithmetic is a rough execution of modular computations at sites lacking 
computational power. The result is a non-completed job, which need to be completed at the 
end-user site to obtain the exact results. It was shown that a minor security loss would result 
out of this fuzzy computation. In this work, a similar technique however for fast public-key 
image authentication is proposed using fuzzy-computations applied to El-Gamal 
authentication mechanism. The fuzzy operations are embedded carefully in the discrete 
exponentiation computations to authenticate real time images without performing any real 
time exponentiations.  This results with highly simplified processing at one site (like mobile 
equipment site) allowing relatively high-speed processing at low-power environment.  The 
technique is rather general and can be employed similarly for other security mechanisms 
requiring shifting computation complexity from one particular weak system units to another 
powerful unit. 
 

1. INTRODUCTION 
Robots are mobile equipment with mostly limited computation power. The need for secured 
transactions with Robots is rapidly growing with the increasing robot intelligence and capabilities. A 
common problem in authentication over open channel is  to sign the source images coming from a 
mobile device or a robot. Possible application is to assure that image received from certain robot 
device is a true fresh capture from the device itself and not a playback of a recorded image or is 
coming from another intruding robot. 
One possible application for such source-authenticated images is to check the identity of a person 
observed by a robot looking securely online at his image coming from a remote site. This would 
allow authenticated real-time checking of a visitor’s identity and even signature related to his 
authentic image. If the image tends to be authentic, then this operation would be somehow equivalent 
to a personal checking of user’s identity when the user presents his ID card. The user should be in 
that case a certified system participant. Variety of other application scenarios can be derived from 
certified real time images. 

                                                 
1 Author is on leave from the technical University of Braunschweig, Germany 
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Image data need mostly to be processed under very limited timing conditions. Therefore image 
security processing requires often very high computational power. The aim of this work is to reduce 
the processing power required for image traffic by using our fuzzy modular computation formerly 
proposed in [1]. Image data are very large. If a digital data frame is to be signed using El-Gamal 
signature scheme, then the main online operation required is to compress the data and apply some 
multiplication with precompiled data. The proposed technique of this work would use a simplified 
fuzzy computation model for digitally signing one image frame. Fuzzy computation require however 
more signature space. As image data are inherently large such additional space required is not a 
serious disadvantage of our proposed scheme. Authenticating a JPEG compressed image frame is 
taken as an example format in our presentation. Contemporary mobile systems do not use public key 
systems still due to the lack of computation power [2]. Many modern authentication standards are 
still using secret key schemes as that used for 3GPP mobile system [3].  
 
The rest of this paper is organized as follows: Section 2 describes the robot vision scenario and some 
corresponding technology requirements and applications. Section 3 describes the fuzzy processing 
model and its complexity, Section 4 details the security threats and possible attacks and Section 5 
presents a summary and conclusion.  
 

2. AUTHETICATED ROBOT VISION  
 
Robots are autonomous machines with high degree of freedom. Autonomous robot vision frames 
could represent very sensitive information source, which require authentication to be usable for many 
applications. Fig. 1 shows a possible simple application scenario where the robot should send 
observed image frames through a wireless channel.  
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Figure 1: A scenario for authenticated robot image frames 
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The image frames are sent over a wireless channel. To avoid substituting such images by other 
intruding attacker, the image frames should be authenticated such that no single image can be 
accepted at the receiving end without being trustable. The application spectrums for such 
authenticated transfer are very wide. The operation should be processed in real time. The objective 
of this work concentrates on making such highly complex authentication possible in real time with 
limited available computational power of most robots in use.  For example the robot could be a 
guard observing a building and moving autonomously around. 
 
 
2.1 Unique Identity Requirement 
The robot is seen as an individual with its unique identity. Human beings have got uniqueness through 
DNA signature. Robots need something similar. We propose the use of our write only memory 
technique described in [5], [6] for generating “physically-unique” identity for a robot. Fig. 2-1 shows 
the principle operation required to personalize robots. Once a robot is personalized, it is possible to 
remotely and securely check its identity. The robot manufacturer could be the one who digitally signs 
the identity and be responsible for uniqueness. Other scenario for building uniqueness is certainly 
possible depending on the background of the expected application and security level. 
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Figure 2-1:  Robot unique identity and personalization 

 
The unique secret device identity key SDI is stored in a core unit in the robot, which should be 
physically only removable if the robot is functionally destructed. This identity is used completely or 
partially as a secret key for generating the required signature. 
 
Fig. 2-2 shows a possible implementation scenario by embedding/integrating a non-removable 
Identity Module (IM) in a core hardware element in the robot main processing unit as its main 
memory.  A unique secret device identity SDI is stored in a write only memory element. SDI, is 
usually generated by using a keyed hash function where SDI = F(DI,MK). DI is the clear device 
serial number and MK is the secret master key of the robot personalizing authority. The function F is 
a highly secured hash function such as a good block cipher. The input CH is to be used, as a 
challenge to the robot by some random number and RES is the corresponding response to the 
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verifier. The identity module infrastructure allows authenticating the robot physically to avoid robot 
duplication. Once the robot is proved to be unique the data transmitted as image from the robot can 
be jointly authenticated using the assigned public-key signature strategy.  

DI =
Rubi-127

F

MK

DI
Device Identity

SDI: Secret Device Identity
SDI = F(DI,MK)

IM

SDIF

CH
Challenge

RES
Response

Identity Module: IM

Write-Only
memory

ID
Identification Module

 
Figure 2-2: Robot personalization technology 

 

3. IMAGE SIGNATURE STRATEGY  
 
To avoid any kind of image tampering the signature need to be derived directly from the image data 
itself. Moreover, since JEPG compression algorithm is a lossy image compression technique, 
therefore the compressed data should be used instead of the original pixel values so that signature 
can be reproduced and verified at the receiving site. 
In JPEG algorithm the image is divided into blocks of 8x8 pixels and each block undergoes a DCT 
process, which produces 64 DCT coefficients [4]. The quantized version of such coefficients will be 
used to compute the signature as shown in the processing graph of figure 3.  

Video Stream

Frame 
digest

Simple
Data

Compressor

Public-Key
Signature 
Generator

Digital Frame

Signature

DCT coef.

Signed 
Frame

Digital Frame
Digital FrameDigital Frame

Signature

 
Figure 3: Possible Image Authentication Strategy 
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Image signature tuple is to sacrifice a small (not important) part of the image and replace it with a 
visual representation of the computed signature. 
We propose three approaches of where to place the image signature; the first two are: full-frame 
signature and line based signatures, while the third one is a combination of both. In this paper, 
implementation of the full-frame signature is discussed in this paper whereas other ones will be left for 
future expansion of this work.  
 
3.1. Full-Image Signature 
In this approach, the 64 DCT coefficients of every block will be aggregated, i.e. following a raster 
scan from left to right and top to bottom. Then the image signature will be computed and stamped at 
the bottom of the original picture as illustrated in fig. 4. Fig. 4 represents a frame of NxM blocks, 
where the blocks of the last row are replaced by the signature data (tuple). In this frame, there are M 
blocks of signature, SN,1 to SN,M,  computed from the information of N-1x M blocks, i.e. D1,1, D1,2, 
… DN-1,M. 
 

D1,1 D1,2 D1,3 D1,4 D1,5 D1,6 D1,7 D1,MD1,M-1

A frame with
N x M  blocks

D2,1 D2,2 D2,3 D2,4 D2,5 D2,6 D2,7 D2,MD2,M-1

D3,1 D3,2 D3,3 D3,4 D3,5 D3,6 D3,7 D3,MD3,M-1

SN,1 SN,2 SN,3 SN,4 SN,5 SN,6 SN,7 SN,MSN,M-1

DN-1,1 DN-1,2 DN-1,3 DN-1,4 DN-1,5 DN-1,6 DN-1,7 DN-1,MDN-1,M-1

 
Figure 4: Allocation of signature blocks in a MxN frame 

 

Figure 5(a) is an example of a signed image according to this approach. The bottom-corrupted image 
line represents the signature bits, which occupied the last image line. One possible disadvantage of 
such approach is that in order to recover the signature at the receiver full image data is required, 
which might be sometimes a problem in a wireless environment. 

s i g n a t u r e  l i n e  

 
 

Figure 5: Full image signature  
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3.2. Line based Signature  
In this approach, the last block of every row will be used to carry 64-bit signature of that particular 
row. For example, with reference to the NxM frame in fig. 4, information of D1,1, D1,2, … D1,M-1 will 
be used to compute first row’s signature S1, and it replaces D1,M block. This is illustrated in figure 6. 
Remaining rows will be signed in a similar way. Fig. 7 shows a signed image following such 
approach. The advantage of such approach is that every row of blocks can be authenticated 
independently from the other rows and any false image can be detected earlier after checking few 
rows. In other words, there is no need to wait for the whole frame’s data to authenticate the image 
frame.  

D1,1 D1,2 D1,3 D1,4 D1,5 D1,6 D1,7 S1,MD1,M-1

A frame with
N x M  blocks

D2,1 D2,2 D2,3 D2,4 D2,5 D2,6 D2,7 S2,MD2,M-1

D3,1 D3,2 D3,3 D3,4 D3,5 D3,6 D3,7 S3,MD3,M-1

SN,1 SN,2 SN,3 SN,4 SN,5 SN,6 SN,7 SN,MSN,M-1

DN-1,1 DN-1,2 DN-1,3 DN-1,4 DN-1,5 DN-1,6 DN-1,7 SN-1,MDN-1,M-1

 
Figure 6: Line based signature allocation.  

s i g n a t u r e  
c o u l o m n

 

Figure 7: Line based image signatures 

A robust authentication can be achieved when a combination of both approaches is considered.  

 

4. OPEN-KEY SIGNATURE COMPUTATIONS  
 
The algorithm is a possible variant of the El-Gamal scheme as a public-key digital signature scheme. 
The signature mechanism requires first compressing the image message using a hash function H. 
Figure 8 shows the basic set-up of the El-Gamal-based digital signature algorithm.    
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The robot as user A having a private key Xa=f(Ki) signs a binary message M of arbitrary length. Any 
entity B can verify this signature by using A’s public key Ya. The signing and verification procedures 
are described below: 
 

[α .  ya     ] ≡ U  mod p 

Signed Message

M or H(M)

k -1 ( M + r . Xa ) in GF(q) =  s

α is element in GF(p) with order q
where q = large prime

Xa = Secret Key of A
α Xa = ya in GF(p)

k

Image Frame (M) is signed by User A     

Verifier     

ya = public key of A  

k = Random integer in GF(q)

Rq [  Rp(αk)  ]   =  r

M

s

r

u1 u2 

Public Directory

p, q, α, ya

If    r  ≡ U   mod p
Then M is authentic

Image Frame

 

Figure 8:  El-Gamal based Digital Signature Scheme 

 
A) Signature generation: 
  
The User A should do the following: 

i. Select a random secret integer k  such that       0 < k < q. 
ii. Compute r = (α k mod p) mod q. 
iii. Compute k-1 mod q  
iv. Compute s = k -1 (M + r Xa) mod q. 
v. A’s signature for M is the pair (r, s). 

 
B) Verification: 
 
To verify A’s signature (r, s) for the message M, user B should do the following: 

i. Obtain A’s authentic public key Ya. 
ii. Verify that 0 < r < q and 0 < s < q; if not, then reject the signature. 
iii. Compute w = s-1 mod q and H(M) and let the size of H(M) in bits be equal to the bit-size of 

q. The standard functions as those of MILENAGE proposed and deployed in mobile 
systems can be used [4]. 

iv. Compute u1 = w.H(M) mod q and u2 = r.w mod q 
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v. Compute U = (αu1 . yu2 mod p) mod q. 
vi. Accept the signature if and only if r = U mod p. 

 
As it could be seen from the above set-up, signing a piece of data M involves various modular 
operations. Some of these operations are of high bit complexity (Table 1).  
 

 
  Signature 

generation 
Bit 

complexity 
Modular Addition 1 O(lg n) 

Modular Subtraction 0 O(lg n) 

Modular 

Multiplication 

2 O((lg n)2) 

Modular Inversion 1 O((lg n)2) 

Modular 
Exponentiation 

1 O((lg n)3) 

 
Table 1: Bit Complexity of modular operation 
 

5. FUZZY IMAGE SIGNATURE MECHANISM 
 
The processing power of the devices used in wireless communication is considerably limited; this 
represents a bottleneck for real-time and online operations such as signing an image for mobile 
transactions. The Fuzzy Modular Mechanism can be used to reduce the complexity of the image 
securing functions. 
 
Considering a public -key signature for a full image frame in a mobile device we propose the following 
protocol scenario using low-complexity fuzzy computations.  

Mobile Signer verifier

( r1 , s1 , M1 )
Calculate si

Image
Frame

Image
FrameImage
Frame M1

( r2 , s2 , M2 )

.

.

 
Figure 9: proposed authentication protocol 
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Figure 9 shows the main transactions required to run the signature protocol. It is a one-pass 
protocol. For security reasons, a secret integer k  has to be chosen at random and should be used 
only once. For the sake of acceleration, k  and k-1 should be pre-computed offline . The user could 
hold a list of randomly selected integers together with their modular inverse.   

The main parts of the signature generation are the following:  
 
A. Off-line Computing of  r ≡ (α k mod p) mod q:  

 
This operation is performed off-line when the mobile device is idle. A list of several k’s and the 
corresponding r’s should be kept as (k,r) pairs in the device memory for later use.  This operation 
may take a long time however it has no influence on the signature speed as it is running off-line. The 
price for that is to occupy the mobile memory with several (k,r) pairs. This is not considered as a 
great disadvantage as memory space is usually not a bottleneck in the mobile device. 

 
B. Online Computing of  s  = k-1 (M + r Xa) mod q: 

 
The goal is to reduce the complexity of the following computation:  
s ≡ k -1 (M + r Xa) mod q            (1) 
Equation (1) can be rewritten as follows: 

s ≡  [ k -1 M + k -1  r Xa  ]  mod q    (2)  

A good approach here is to use pre-computations. The user has just to do the following steps once 
offline: 

- Compute k-1 mod q and save it for later use. 
- Compute (k-1 Xa) mod q and save it for later use.  
 

Such pre-computations can preferably be attached to the first off-line set-up operation (A) shown 
above. 
 
For signing a piece of image data M or precisely H(M), the user has to execute the following: 

- Compute A = k-1 . H(M)  (3) 
- Compute B =  r  . (k -1 Xa)   (4) 
- Compute s = A + B – t . q  (5) 
 

Signature memory complexity: 
Notice that no modular computations are involved. 
The signature tuple S = (r, s) is then sent to the verifier. The size of S is roughly |S| = |r| + |s| as it is a 
concatenation of the vectors r and s.  Assuming that the modulus q size is n=log2 q. From (5) the size 
of s is roughly MAX[ |A|, |B|]. From (3) and (4), |A| or |B| could be at most 2n bits. The weight of t 
is assumed to be log2q/2 as required in [1], therefore the bit-size of  t.q is upper bounded by 2n bits. 
|s| is then at most around 2 log2 q = 2n bits.  
For practical applications the size of q = n = log2 q ≈ 1000 bits, thus the number of bits required to 
sign a frame is 3n=3000 signature bits. The extra redundant signature bits due to fuzzy computations 
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are only n bits that is only 1000 bits in that example. This amount of size increment is negligible 
compared to the bulk data of a single image frame. The signature can be accommodated in just one 
image row as the last row of a frame as shown in Fig 4. 
The storage of a pre-computed B having 2n bits is also required for each transaction. As for 
security reasons the random number k and the corresponding r = (αk mod p) mod q should not be 
repeatedly utilized. 
 
 
Signature computation complexity: 
The complexity of the signature generation for a single image frame M would require only the 
computations shown in equations (3), (4) and (5). This includes only two multiplications and two 
additions. We are assuming here that computing H(M) by using for example SHA-1 algorithm can be 
processed online any time loss and B is a pre-computed value. If we assume having a fuzzy modular 
multiplier as in [1], then only one fuzzy multiplication is required to generate the signature 

Assume that we have q as a prime in the range if 1000 bits, only two fuzzy modular multiplications, 
which are equivalent to 2 usual multiplications as shown in [1]. 

 

6. SECURITY THREATS AND POSSIBLE ATTACKS 
Breaking the system is equivalent to breaking the fuzzy system described in [1].  

The fuzzy computation is only in  s = A + B – t’ q  

As t’ is to be selected having the weight n/2 . 

The overall security loss due to fuzzy computations is then very minor and equivalent to that 
computed in [1]. That is the strength of the system key represented by the size of q in bits = n = log2 
q is reduced by log2 n bits.  The new system key-size n’ is then 

n’ = log2 n -  log2 (log2 q)               (6) 

For example if the key size (bit-size of q) is n=1000 bits then the new key-size n’ =1000 –log2 1000 
= 990 bits. This is a negligible security reduction. 

 

 

7. SUMMARY AND CONCLUSION 
The proposed system offers a novel technique having practical impact on the usage of robot systems 
in public-key security environment. The fuzzy modular computations allow reducing the computation 
power required for public key security functions by avoiding any online modular multiplication and 
modular exponentiation computations.  
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Abstract: In this paper we discuss an implementation of continuous gain scheduling to 
stabilize an underactuated system chosen to be the Pendubot setup. The goal of our controller 
is to bring the Pendubot to its middle equilibrium point and then stabilize the free rod in the 
vertical position while moving the actuated rod from the bottom position to the upper position 
and bringing it down again completing full rotation around the actuated point. A continuous 
gain scheduling controller is presented to produce acrobatic maneuvers by the Pendubot.  
Simulation results show the functionality of this control method and its effectiveness to 
overcome the singularity gain conditions at the horizontal position.  

 

1. Introduction: 
Underactuated systems are defined as systems that have fewer control inputs than degrees of 
freedom and arise in applications, such as space and undersea robots, mobile robots, walking, 
brachiating, and gymnastic robots. The class of underactuated mechanical systems is thus rich 
in both applications and control problems [1].  
One of these systems is the Pendubot, which is a two-link planar robot with actuator at the 
shoulder (link 1) and no actuator at the elbow (link 2), which moves freely around link 1. This 
system is a simple underactuated mechanical system that shows second-order nonholonomic 
properties.  
Many contributions have been presented to stabilize the system in its u right position or in the 
middle position, [2] developed an intelligent controller on the basis of Genetic Algorithms. 
First they develop a static State Feedback Controller with inner non-collocated partial 
feedback linearization loop to stabilize the nominal system.  
In [3] the balancing control is based on an energy approach and the passivity properties of the 
system. The control strategy is based on an energy approach and the passivity properties of 
the Pendubot. A Lyapunov function is obtained using the total energy of the system. The 
analysis is carried out using the LaSalle’s theorem. 
A hybrid controller for feedback stabilization of the Pendubot was presented [4]. The hybrid 
controller was constructed based on a general form originally created for feedback 
stabilization of a class of underactuated mechanical systems.  
Other papers showed a control method to move the Pendubot in a certain path.[5]  has 
presented acrobatic control. They have designed a fuzzy controller for keeping first link 
swinging periodically while the second link maintains standing vertically, and derived an LMI 
design condition to realize acrobatic behavior. After selecting reference fuzzy model 
dynamics, an acrobatic controller has been designed by solving the LMI condition.  
Similar work has been presented in [6] where a T–S fuzzy scheme for trajectory tracking of 
underactuated mechanism has been implemented to track sinusoidal signals of big amplitude. 
Research is being pursuing in order to solve the problem of Pendubot trajectories crossing 
singular points. 



The present work proposes control logic based on continuous gain scheduling to stabilize the 
Pendubot through the singular points. Figure 1 shows system overview. 
 

 
Figure 1. System Overview 

2. System Dynamics [7]: 
Consider the two links underactuated planar robot, called the Pendubot. We will consider the 
standard assumption, i.e. No friction, etc… 
m1 : mass of link 1 
m2 : mass of link 2 
l1    : Length of link1 
l2    : Length of link2 
lc1    : Distance to the center of mass of link 1 
lc2     : Distance to the center of mass of link 2 
I1    : Moment of inertia of link 1 about its centroid 
I2    : Moment of inertia of link 2 about its centroid 
G    : Acceleration due to gravity 
q1    : Angle that link 1 makes with the horizontal 
q2    : Angle that link 2 makes with link 1 

1τ  : Torque applied on link 1 
 

 
Figure 2. The Pendubot System 



We have introduced the following five parameters equations: 
θ 1 = m1 lc1

2+m2l1
2+I1 

θ 2 = m2 lc2
2+ I2 

θ 3 = m2 l1 lc2                                      (1) 
θ 4 = m1 lc1+ m2 l1 
θ 5 = m2 lc2 
 
For control design we neglect the friction, these five parameters are all that are needed. 

2.1. Equations of motion via Euler – Lagrange formulation: 
Lagrange’s Equation is given by the following : 
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where q=(q1,…,qn)T represents the generalized variables, one for each degree of freedom of 
the system,  denotes forces that are externally applied to the system. In our 
case, the generalized variables are q1 and q2, i.e. q=(q1,q2)T and , where 

T
n ),...,( 1 τττ =

)0,( 1ττ = 1τ  is the 
force applied on the first link. 
 
Lagragian function is equal to difference between the kinetic energy and the potential energy: 
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2.2. Lagrangian Matrices: 
The following is the Lagrangian formulation of the dynamics of an n-degree of freedom 
mechanical system: 
 

τ)()(),()( qBqgqqqCqqD =++ &&&&                     (4) 
 
Where is the vector of generalized coordinates, is the input generalized force 
(m<n), and has full rank for all q.  

nRq∈ mR∈τ
mnRqB ×∈)(

 
The previous formula can be partitioned [8] into two sets of equations by partitioning the 
vector  of the generalized coordinates as and , where  
represents the unactuated (passive) joints and  represents the actuated (active) joints. 
In our Pendubot application the system has n=2 joints and m=1 activated joint. 

nRq∈ lRq ∈1
mRq ∈2

lRq ∈1
mRq ∈2

 
The following is a brief description of each part of Lagragian formulation: 
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where q represents the angle vector, τ  represents the input vector, which is the torque applied 
on the actuated joint while the second joint is free. 
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Is the mass matrix.        
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Includes the Coriolis, friction, and centrifugal terms. 
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Contains the terms derived from the potential energy, such as gravitational and elastic 
generalized forces. 
 
Note that the mass matrix D(q) is symmetric and positive definite for all q. Moreover, the 
potential energy of the Pendubot can be defined as  
 
P(q)= )sin(sin 21514 qqgqg ++θθ                  (8) 
 
Note that P is related to g(q) as follows: 
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2.3. Pendubot Linearization at the equilibrium points: 
The purpose of linearizing the model is for the purpose of designing a controller. A linear 
model can be put into state space representation where a Linear Quadratic Regulator (LQR) 
controller can be designed in order to stabilize the Pendubot 

2.3.1 To find the equilibrium points for 0=τ  

                        (10) 
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This shows repeated possible solutions for two positions, which are the up right position and 
the mid position.  



 
2.3.2 To find the equilibrium points forτ ≠ 0 

Then we will have an infinite number of equilibrium points that satisfy: 
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When we linearize the model around one of the equilibrium points we have to test the 
controllability of the system by calculating det(B|AB|A2B|A3B) ≠ 0 and a full state feedback 
controller with an appropriate gain vector is able to successfully stabilize the 
system at the equilibrium.  

XK T−=τ

3. Proposed Controller design: 
The controller will be composed of two parts, one for achieving regular tracking control using 
continuous LQR gain scheduling method for the whole circle path except the neighborhood of 
the singular point where another controller will apply a small opposing torque to slow down 
the falling of actuated rod at this region, which was selected to be between -0.12π  and 
+0.12π . In order to pass this region safely, a dedicated logic was performed to handle the 
switching to the tracking controller successfully. The LQR gains and set points are updated to 
the controller online at the rate equal to the sampling time of the Simulink® simulation.  

3.1. Tracking controller design: 
First we determine a number of equilibrium points from –π  to π /2 with a step of π /1440, 
these equilibrium points are determined by (14). The torque required for each equilibrium 
position has been calculated and figure 3 is showing the relation between the torque and the 
actuated angular position. It is clearly shown that the maximum torque required is 9.6 at the 
horizontal position while the up and mid position does not need any torque to be generated 
from the actuated joint to hold the free rod in the steady state.  

 
Figure 3. Torque Applied At Equilibrium Points 

Then state feedback gains can be found using LQR method, These values were determined 
using the rule of thumb mentioned in [9] where each value in the diagonal line is equal to 

2
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X∆

 , therefore Q(1,1) and Q(1,3) where determined by setting the limitation of one step in 

the position =π /1440 away from the varying set point, a value of 210 will be required. 



However, Iterations in simulation showed that the value of 153 is enough for achieving good 
tracking.  
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On the other hand, Q(2,2) and Q(4,4) have to set some limitations on the speed in order to 
break down the pendulum while crossing the singular point, however large values of Q(2,2) 
and Q(4,4) will increase the encoder noise sensitivity. So we decided to put the maximum 
speed is the speed at which the actuated rod in passing the boundaries of the open loop control 
which is approximately 1 rad/sec. 
The cost or controller effort matrix R has been set to a fixed value of 0.01. This value was 
determined after several iterations in simulation, where the actuator has a maximum torque of 
10, so in the same manner R was calculated by [9] 

2
max

1
U

R =             (13) 

 Figure 4 shows the calculated gains using LQR method. 
 

 
Figure 4. State Feedback Gains 



A sharp transfer from positive to negative is taking a place at angle zero which is the singular 
point at the horizontal position. Passing this point is a critical operation due to the large gain 
values required at the neighborhood of this point. Moreover, catching the rod back in the 
opposite quarter is not an easy issue since the attraction basin is shrinking while approaching 
this singular point and this is natural due to the dramatic increment in gains required to 
achieve the balance. 

3.2. Switch controller: 
Linearizing the system around the horizontal position (0, π /2) showed that it is 
uncontrollable due to the singularity in the controllability matrix [B AB A2B A3B]. Therefore 
it does not make since to apply a close loop control at this point. 
 
3.2.1 Determining the open loop control region: 
A small part of the previous gains was saturated in the region [-0.1π  to +0.1π ] since they 
will not be used in the control (the same is applied to the related set points). Instead, we made 
the open loop controller to apply a small opposing torque to slow down the falling action at 
this point. This action has to be in advance before the sudden switch in the gain and set points 
from 0.1 π  to -0.1π . Therefore the controller take the action at an envelope of  0.12± π  and 
at the moment of crossing the boundary of -.12π  the same set point will be applied to it. See 
figure 8. 
 
3.2.2 Improving the controllability at the singularity region : 
The free rod has to tilt a small angle away from the vertical position towards the centre of 
rotation to overcome the uncontrollability feature at this position, This action will remove the 
singularity from controllability matrix and can be achieved by making a spike in the gain 
before passing this region. This spike is created by making a sudden decrement in the gain 
which will lead to a sudden small fall in the actuated rod enough to create the required tilt in 
the free rod. See figure 10. 
 
 3.2.3 Catching the falling rod and switching to tracking control: 
The actuated rod will pass the region and reach a speed of 1 rad/sec. The normal tracking 
controller performance is excellent for small angular velocities for both joints, going beyond 
the value of 1 rad/sec will create a strong action in the actuated joint to obey the performance 
role determined by Q. However this strong action was decreased by a factor of 0.02 if the 
speed becomes greater than 1 rad/sec. Figure 14 shows the switching action between normal 
control action and the decreased action. Figure 5 shows the sequence of controllers being 
applied: 
 

 
Figure 5 Control Action and Tracking Path 



4. Program structure: 
 

 
Figure 6. Program Structure 

 
The program starts by initializing the set points and initial torque to be used for trim 
command in Matlab® to find the closest equilibrium point. This will provide us the torque 
shown in figure3. The obtained equilibrium points will be used for linearizing the model using 
trim function to produce the linear state space matrices in the neighborhood of equilibrium.  
Then LQR gains are calculated using the adaptive structure matrix Q and the fixed controller 
effort R. In the step of saving data in memory, the following values are arranged in a matrix to 
be fed to the Simulink® simulation file in a regular time bases of 0.005 sec: 
• Time vector 
• 4 state feedback gain vectors. which are : 

24,23,12,11 qxqxqxqx && ====  
• 2 set points vectors for the actuated and free joints. 
The whole process is repeated in order to scan the trajectory from –π  to π /2. 
 



5. Discussion and Simulation results: 
 
In order to observe the performance of the proposed control law based on continuous gain 
scheduling, we performed simulations on MATLAB® using SIMULINK®. We considered 
the system taking parameters ]5,4,3,2,1[: ∈iiθ  of a real Pendubot from Quanser®. 

0.3830
, 0.9790, 0.0316, 0.0662 0.0761,

5

4321

=
====

θ
θθθθ The initial condition of the model was  

  2.96711=q   01=q&     -1.39632 =q 02 =q&  
With the following state feedback gains used to balance the Pendubot about this point: 
K=[-7844.6   -1080.9   -7671.0   -1018.4] 
 
Simulations show that our continuous gain scheduling controller is forcing the pendulum to 
track smoothly the set points.  
Figure 7 presents an overview of the Simulink® model used to perform the simulation: It has 
the following:  
1- Pendulum Model: This model is a nonlinear model derived from equations (4),(5),(6),and 

(7). 
2- Speed estimator, which differentiate the position readings and filtering it by taking the 

average of 3 sequential speed values.   
3- Balance Controller, which receives the state variables and the updated set points [y1,y2] 

and gains at x3. 
4- System Update: which takes the updated set points and gains every time step =0.05 sec 

from the workspace in Matlab®. 
5- Hold Buffer will allow the values to pass after 4 sec at which the updated values match the 

initial condition. 
 

 
Figure 7. Simulink® Model 

The simulation results show various simulation results of executing the file for 120 sec. 



 
Figure 8. Actuated Joint Angular Position and its Set Point 

From figure 8 we can see the sudden change in the set points from –0.1 to 0.1 rad and the 
effect of applying the open loop control at this neighborhood at around t=70sec. 

 
Figure 9. Gain k1 Applied at The Actuated Joint Position State Value 

Figure 9 shows the updated gain for x1 and how it starts from a maximum value at the 
beginning and decreased to a minimum value when the pendulum approach the up right 
position where the control effort there is minimal. Also it shows the sudden spike made to 
create a small deviation in the free rod before passing the singularity envelope. This effect on 
the free joint angular position is shown in figure 10. 

 
Figure 10. Free Joint Angular Position 



Figure 11 shows the control action at the moment of passing the singularity region and how 
the spike in the gain shown before reflects on the control action. The large action coming after 
is due to the speed of the pendulum when we switched the controller back after passing the 
region. However this action can be decreased by making the singularity region narrower in 
order not to allow it to pass a long path which will give the chance to the speed to increase but 
on the other hand this will force us to use bigger gain values at the neighborhood of this 
region. 

 
Figure 11. Actuated Joint Motor Torque 

The velocity variation can be shown in figures 12 and 13 for both joints, the average of the 
angular speed outside the singularity region is about 0.04 rad/sec then it jumps to 1 rad/sec 
after passing this region which will cause a big action in the controller to overcome this big 
deviation from the set points. 

 
Figure 12. Actuated Joint Angular Velocity 



 
Figure 13.Free Joint Angular Velocity 

Figure 14 shows the action of the switch controller and the time domain where the reduced 
action is taking place. 

 

Figure 14 Switching Action 

 
6. Conclusion: 
We have presented a control strategy for the Pendubot that brings the pendulum from about a 
horizontal position to upper position and the pass the singularity region and complete its path 
to the mid position, we presented our algorithm and the design procedure for the continuous 
gain scheduling, Comparing with other methods presented, we were able to move the 
pendulum smoothly outside the singularity envelope. Passing the singularity region was also 
shown and how we control the system after passing this region to stabilize it back and track 
the set points smoothly. To the best of the authors’ knowledge, this is the first implementation 
of a continuous gain scheduling to stabilize the Pendubot and bring it to cross singular points.   
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Abstract:  The balance control is the most important and fundamental part in biped robots. 
In traditional methods, a pre-planning trajectory which provides stable walking was off-line 
planned first. Then the trajectory will be modified by the real time feedback control. By this 
way, it can efficiently handle small disturbances. However, most of them fail for large 
disturbance. For human being, the step motion is commonly used to keep balance. But it 
requires fast and efficient computation to deal with falling down. To implement the step 
motion, a fuzzy inference system is proposed in this paper. Moreover, the step trajectory 
planning, which is different from walking trajectory, is also designed. The simulation shows 
excellent results to deal with large disturbance in different directions. 
 

1 Introduction 
 
Due to numerous DOFs, the control of a humanoid robot is a difficult problem. Among 
different functions of humanoid robots, keeping balance is one of the essential abilities. In 
order to adapt to unknown environments, a fast and efficient balance control is necessary. 
However, the computation for balance control is huge and wastes lots of time due to its 
complicated nonlinearity. An intuitive approach is to utilize pre-planning trajectory for the 
required motions. The trajectory will be further modified in real time by perception 
system( Nagasaka, K., 1999). Although some well known criteria such as ZMP (zero moment 
point)( Sugihara, T., 2002), FRI (Foot rotation indicator)( Goswami, A., 1999) are very useful 
for achieving balance state, the realization with whole body cooperation is still complicated. 
The reason is that it is very difficult to define suitable postures which can regulate current 
unstable states. In other words, the key is how to determine exact corresponding postures to 
adjust humanoid robot stability. 

Lots of papers( Yu Okumura, 2003)( Kajita, S., 2003,) were proposed to realize the 
real-time balance control system. But most of them were able to handle only small 
disturbances. Kudoh et al.( Kudoh, S.; 2002) utilizes quadratic programming and PD control 



to accomplish the optimal balance motion in the 3D space, but the feet must touch the ground 
and cannot move. Namely, the upper limbs and waist need to operate in large motion for 
balance. It will require more DOFs to perform this action. In contrast to human, the step 
motion is commonly used for balance when we are falling down. It is the most efficient 
motion to relax the falling crisis.  

The question is that it is difficult to describe the step motion because of the nonlinear 
system behavior. In order to analyze human balance problem, some simplified models, such 
as inverted pendulum, were proposed to describe the humanoid robot. However, it is still 
different from the real dynamic system. The modeling error is inevitable. Moreover, to 
achieve precise control will need large computation that is hard to be realized in real time. 
Compared with human, human learns the balance skill from experiences in daily lives, and 
keep balance without second thought. In order to imitate human balance skill, the fuzzy 
machine is proposed for the humanoid robot balance control in this paper. Based on the fuzzy 
rules, we can easily describe suitable motion to avoid falling down.  

In addition, most people seldom notice that the step motion and walking motion are 
different. Since the step motion appears in emergency, it always requires a shorter trajectory 
to complete the step motion. On the other hand, the walking trajectory mainly focuses on 
stability. It is not suitable for describing the step motion. We will discuss and analyze the step 
trajectory in this paper. Moreover, a new step trajectory concept will be proposed. The step 
motion is an efficient strategy to stabilize the inclined state. In this paper, we only analyze the 
step motion in the standing state. However, we believe that the proposed fuzzy control 
concept is still effective for walking states. 

This paper is organized as follows: the entire process will be described in section 2. In 
this section, we will briefly explain each stage of the balance process and give an overview of 
the paper. The major part of this paper is the fuzzy inference system and will be introduced in 
section 3. The fuzzy inference system will be integrated into the balance control system to 
determine step parameters. In section 4, the method to produce the step trajectory will be 
stated. In section 5, the quadratic programming method is applied to evaluate the variation of 
joint angles with different motions. Finally, the simulation results will be shown in section 6. 
Some assumptions and environment parameters will be further explained in section 6. 
 

2  The Overview of The Process 
 
The entire balance process is shown in Fig. 1. The falling down action is detected by a tilt 
angle. When the tilt angle is larger than a threshold, the robot will execute the corresponding 
step motion. Next, the stepping leg is determined by COM (center of mass) position. Like 
human, when we are falling down, the support leg will be the one which is close to COM. 



Then, we move another leg to perform the stepping motion. By this way, the stepping leg can 
be easily identified. 

 

Fig. 1 The entire process 
 
In the next stage, the step motion parameters are produced by the fuzzy inference system. The 
input of fuzzy inference system consists of the falling direction and velocity of the robot. With 
the information, the fuzzy machine will produce the step distance, direction, and velocity. The 
detail will be described in section 3. 

According to those step parameters, it is easy to generate step trajectory. Through the 
quadratic programming method, each joint angle of the limbs can be obtained. Then the robot 
will execute the step motion to achieve balance state. If the robot does not keep balance after 
the step motion, another step motion will be performed until it reaches stable posture. In 
general, less than three steps are enough to overcome most disturbances. In the following 
sections, those stages will be discussed in detail. 
 

3  Fuzzy Inference System 
 
The fuzzy inference system is the kernel of the balance system. It produces various step 
parameters with different falling velocities and directions. In other words, the humanoid robot 
can dynamically adjust corresponding step motion until it reaches stable posture.  

The inputs of the fuzzy inference system include falling velocity and direction. The 
membership functions are shown in Fig. 2. The falling direction is divided into eight 



partitions. Fig. 3 gives their corresponding directions.  
The outputs of the fuzzy system are step distance, step velocity and step direction. The 

membership functions are shown in Fig. 4. Because of the interference with legs, several 
things need to be noticed. If the stepping leg is left leg and the step direction is in the right 
hand side, it means the robot needs to cross its legs to complete the step motion. But most 
humanoids robot can not perform this kind of motion. In order to overcome this difficulty, the 
region of FRR and BRR will be replaced by FFR and BBR. Similarly, the region of FLL and 
BLL are replaced by FFL and BBL. As long as the stepping leg is in the same side as the step 
direction, the above problem will not occur. Then those limited areas can be selected. These 
actions can be accomplished by the fuzzy rules easily. The fuzzy rule is represented by 

IF ( fall direction is A ) and ( fall velocity is B ) 
THEN ( the step distance is C ) and (velocity is D ) and ( direction is E ) 

 
Finally, the COA (center of area) is used for defuzzification, and the fuzzy values will be 
transformed into crisp values. 
 

Fig. 2 Fuzzy membership function for fall 
direction and fall velocity 

 
Fig. 3 The falling direction is composed of eight 



directions ( F: Front, B: Back, R: Right, L: 
Left ) 

 

 

 

 
Fig. 4 fuzzy membership function for step direction, distance and velocity. 

 

4  Step Trajectory Planning 
 
To avoid falling down, the robot should be able to adjust its step trajectory dynamically with 
the unpredictable external force. Many methods of generating foot trajectories have been 
studied, such as recording human walking data(M. Y. Zarrugh, and C.W. Radcliffe, 1979), 
minimizing energy consumption ( L. Roussel, and C. Canudas-de-Witi, 1998), and ZMP 
stability. Those methods mainly concerned about robot walking gait, but few methods 
discussed the step trajectory under the falling condition. In this paper, we focus on the 
analysis of the step trajectory with large impact. 
 
The differences between the step trajectory and the walking trajectory are described below.  
1)  In the walking condition, the gait of the robot focuses on the stability and the height of 
the walking step. The highest point will be close to the position of the supported leg, as shown 
in Fig. 5. For the falling step trajectory, it requires a fast moving strategy. The robot should 
move its feet much farther per unit time. In other words, the highest point will be farther from 
the supported leg, as shown in Fig. 6. 
2)  Since the period of falling down is very short, the robot should not take much time to lift 



its feet. To extend the distance of stride as far as possible, the highest point should be small 
enough so that the robot can take a bigger stride. Thus the parameters of the trajectory will be 
different from those in walking. The detail will be discussed in the following paragraphs.  
 

Fig. 5 General walking trajectory 

Fig. 6 Falling step trajectory 

 
Many fitting algorithms can be used to smooth the trajectory, for instance, polynomial 
interpolation, linear interpolation, and cubic spline interpolation. Here, the cubic spline 
interpolation is selected due to its smoothness and simplicity. 

The stepping parameters are shown in Fig. 7, where Ds is the length of one step; (Lao ,Hao ) 
is the highest point at time Tm ; Tc is the time when the foot contacts with the ground. Then 
the key knots of the cubic spline are defined as: 
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where lan is the length between the ankle and the foot. 

From equations ( 1 ) and ( 2 ), (Lao, Hao) and Tm are function of Ds (equation ( 3 )). Clearly, 
the position and time when the robot’s foot reaches the highest point are dependent on the 
length of the step. These functions are described as:  
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where q, ς  and k are small positive numbers. In general, we take the value of k and ς  
close to 0.8, and the value of q close to 0.25. Therefore, the main factor that influences the 
step trajectory is Ds and Tc ,  which are obtained from the fuzzy inference system. By varying 
those parameters, a more flexible step trajectory can be generated under different conditions.  
 

 
Fig. 7 The stepping parameters 

 

5  Quadratic Programming Method 
 
We use quadratic programming method to decompose the step motion into joint space. The 
cost function and constraints are given as: 
 

Minimize       θθ ∆∆ T

2
1  ( 4 )

subject to       
cJ
xJ
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∆=∆

θ
θ

 

 
where θ∆  is the variation of the joint angle. x∆ performs the tracking error. J is the 
Jacobian matrix which transforms joint space to task space.  

Because the robot sometimes can not complete the full step motion before the foot 
touches the ground, we assign additional constraint cJC =∆θ to make the foot parallel to the 
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ground during the stepping motion. Even though the robot is interrupted during the step 
motion, the stepping leg can still stand on the ground. Then the robot will try to keep balance 
again in the next step. Based on the above equations, the robot foot will follow the stepping 
trajectory. 
 

6  Simulation 
 
In order to justify the validity of the proposed algorithm, we use KHR-1 humanoid robot as 
the biped model. The kinematic structure, size, and mass are shown in Fig. 8. It has total 17 
degrees of freedom. In detail, there are five DOFs in each lower limb, two in ankle, one in 
knee, and two in hip. Each arm has three DOFs, and head has one DOF. 
 

DOF:    17 
(10 for leg) 
(6 for arm) 
(1 for head) 

height:  320 mm 
weight:  2 kg 

Fig. 8 The kinematic structure, size, and mass of KHR-1 
 
To perform the falling motion, the inverted pendulum is adopted to simulate the real world 
situation. As shown in Fig. 9, the point mass represents the center of mass (COM) of the robot. 
We assume that the COM falling trajectory is the same as the trajectory of the mass of the 
inverted pendulum. In general, the inverted pendulum will perform stable state if there is no 
external force acting on it. When the unstable condition occurs, the angular acceleration of the 
inverted pendulum can be written as: 
 

θα sin
l
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=  ( 5 ) 

 
where α  is the angular acceleration. g  and l  are gravity and stick length, respectively. 
We rewrite equation ( 5 ) as 
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where 1y  and 2y  represent angle and angular velocity, respectively. Given initial condition 
(i.e. )0(1y and )0(2y ), we can easily obtain the falling trajectory. Here, initial angle velocity 
depends on the value of the external force. In addition, it should be noticed that the stick 
length is not always constant because of different COM positions. For example, the stick 
length should be shorter after the robot strides. Thus, we update the stick length every step. 
 

 

Fig. 9 The inverted pendulum model 
 
Fig. 10~Fig. 13 show the simulation results under different external forces. Moreover, the real 
human actions are also presented in the experiment results to compare with the robot actions. 
However, the workspace of the robot is limited by the hardware structure. There are several 
actions, such as Fig. 12, that the real robot can not perform. The multi-step motion will be the 
solution of this interference problem. The robot does not need to cross its leg and still keeps 
balance with one more steps. The result is shown in Fig. 13.  
 

7 Conclusions 
 
In this paper, a fuzzy inference system is successfully applied to the humanoid robot balance 
control. Moreover, the falling step trajectory planning is discussed in this paper and the new 
concept of the step trajectory, which is different from the walking trajectory, is proposed. 
Further, the multi-step action is also realized to deal with large disturbance. Finally, the 
simulation shows excellent results and acts like real human. 



 

      

Fig. 10 The force is applied to the real human and the robot from the forward direction. 

 

   

Fig. 11 The force is applied to the real human and the robot from the backward direction 

 

   

Fig. 12 The force is applied to the real human and the robot from the leftward direction 

 

     

     

Fig. 13 The real human and the robot perform two steps to keep balance after suffering a 
large disturbance. 
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Abstract
This paper presents a path tracking algorithm for nonholonomic mobile robot with differ-
ential drive. On the basis of robot kinematics equations a robot control is designed where
the robot is controlled to follow the arbitrary path reference with a predefined velocity pro-
file. For the control algorithm a system stability is proven in the sense of Lyapunov. The
designed control algorithm proved stabile and robust to the errors in robot initial positions,
to input and output noises and to other disturbances. An example demonstrating control
law operation on a simple trajectory example is also shown.

1 Introduction

The mobile robot control on a reference path is a well known problem that has been
studied by many authors (Kolmanovsky, I., and McClamroch, N.H., 1995, Laumond,
J.P., 1998, Luca, A., and Oriolo, G., 1995, Sarkar, N., et al., 1994). Nonholonomic sys-
tems have motion limitations emerging from their kinematics model. Therefore some
directions of motion are not possible. This paper deals with a mobile robot with dif-
ferential drive which cannot move in the direction lateral to the wheels. The control of
this robot is solved by considering its first order kinematics model. The obtained motion
can later be upgraded to include the dynamics properties also (inertia an mass) where
the robot control problem is transferred to a control of a second order kinematics model
(Luca, A., and Oriolo, G., 1995, Sarkar, N., et al., 1994). The control of mobile robots
considering only first order kinematics is very common in literature (Canudas de Wit, C.,
and Sordalen, O. J., 1992, Laumond, J.P., 1998, Oriolo, G., et al., 2002, Balluchi, A., et
al., 1996) as well as in practice. This is mainly because the control problem is easier to
solve, the system dynamics can usually be neglected (fast and strong motors), especially
at moderate speeds and because the robot design sometimes does not allow torque or
acceleration to be forced at robot input (only reference speed). The basic control of a
mobile robot in obstacle-free environment can be solved by point-to-point control with
classic control where the intermediate course of the states between start and end state
is not important. The other possibility is to control the robot to follow the reference
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Figure 1: Robot architecture and symbols.

path from the start to the end position. When controlling nonholonomic systems, it is
usually more appropriate to control the system (by feedback) to follow the reference path
(Luca, A., and Oriolo, G., 1995, Sarkar, N., et al., 1994). When controlling the robot to
the end point (classic control), the control law usually has to be discontinuous and time
variable (Canudas de Wit, C., and Sordalen, O. J., 1992, Kolmanovsky, I., and McClam-
roch, N.H., 1995, Luca, A., and Oriolo, G., 1995). Further on the robot has to consider
nonholonomic constraints so its path cannot be arbitrary. The robot usually moves in the
environment with obstacles, limitations and other demands which all somehow defines
desired robot path. All these facts give advantage to control on a reference path which
should follow all kinematic constraints. Nonholonomic systems usually have feedforward
control (Canudas de Wit, C., and Sordalen, O. J., 1992, Sarkar, N., et al., 1994, Luca, A.,
and Oriolo, G., 1995, Oriolo, G., et al., 2002) where system inputs are calculated from the
known trajectory and all kinematics constraints are implicitly considered by trajectory
design. However, the use of the open-loop control only (just feedforward) is practically
useless because it is not robust to errors in initial system states and other disturbances
during operation. Closed loop is therefore added for practical use. The above men-
tioned combination (feedforward control) is intuitive and suitable for most nonholonomic
mechanical systems. The paper is organised as follows. First the mobile robot motion
modelling is revealed, followed by the control law derivation, the stability analysis and an
example of the used control. The paper ends with conclusions.

2 Mobile Robot Modelling

In the sequel the direct and the inverse kinematics for the mobile robot with differential
drive are determined. The robot’s architecture together with its symbols is shown in
Fig. 1 where it is supposed that its point of geometric centre T and the centre of gravity
coincide.



The motion equations are as follows




ẋ
ẏ
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cos θ 0
sin θ 0
0 1


 ·

[
v
ω

]
(1)

where v and ω are tangential and angular velocities of the platform in Fig. 1. Right and
left velocities of the robot wheels are then expressed as vR = v + ωL

2
and vL = v − ωL

2
.

For a given reference trajectory (xr(t), yr(t)) defined in a time interval t ∈[0,T ] the
feedforward control law can be derived. From the obtained inverse kinematics the robot
inputs are calculated which drive the robot on a desired path only if there are no distur-
bances and no initial state errors. The needed robot inputs, tangential velocity vr and
angular velocity ωr are calculated from the reference path. The tangential velocity reads

vr(t) = ±
√

ẋ2
r(t) + ẏ2

r(t) (2)

where the sign depends on the desired drive direction (+ for forward and – for reverse).
The tangent angle of each point on the path is defined as

θr(t) = arctan2(ẏr(t), ẋr(t)) + kπ (3)

where k=0,1 defines the desired drive direction (0 for forward and 1 for reverse) and
function arctan2 is the inverse tangens function which returns the correct angles in all
situations. By calculating the time derivative of Eq. (3) the robot angular velocity is
obtained

ωr(t) =
ẋr(t)ÿr(t)− ẏr(t)ẍr(t)

ẋ2
r(t) + ẏ2

r(t)
= vr(t)κ(t) (4)

where κ(t) is path curvature. By following relations from (1) to (4) and the defined
reference robot path qr(t)=[xr(t), yr(t), θr(t)]

T robot inputs vr(t) and ωr(t) are calculated.
The necessary condition in the path design procedure is twice differentiable path and
nonzero tangential velocity vr(t) 6=0. If for some time t tangential velocity is vr(t)=0,
the robot rotates at a fixed point with the angular velocity ωr(t). Angle θr(t) cannot be
determined from Eq. (2) and therefore θr(t) must be given explicitly.

3 Control Design

When the robot is controlled to drive on a reference path, it usually has some following
error. The following error expressed in the frame of the real robot, as shown in Fig. 2,
reads




e1

e2

e3


 =




cos θ sin θ 0
− sin θ cos θ 0

0 0 1


 ·




xr − x
yr − y
θr − θ


 (5)

In Fig. 2 the reference robot is an imaginary robot which ideally follows the refer-
ence path. On the contrary the real robot (when compared to the reference robot) has
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Figure 2: Robot following error transformation.

some error when following the reference path. Therefore the control algorithm should be
designed to force the robot to follow the reference path precisely.

Considering the robot kinematics (1) and deriving relations (5) the following kinemat-
ics model is obtained




ė1

ė2

ė3


 =




cos e3 0
sin e3 0

0 1


 ·

[
ur1

ur2

]
+



−1 e2

0 −e1

0 −1


 ·

[
u1

u2

]
(6)

where ur1 is feedforward tangential velocity (2) and ur2 is feedforward angular velocity
(4). Robot inputs, regarding relation (6), can be expressed in the following form

u1 = ur1 cos e3 − v1

u2 = ur2 − v2
(7)

where the first parts on the right side of the equal sign are the feedforward inputs, while
v1 and v2 are the inputs from the closed loop. From (7) expressing the closed-loop inputs
and rewriting Eq. (6) results in




ė1

ė2

ė3


 =




0 u2 0
−u2 0 0
0 0 0


 ·




e1

e2

e3


 +

+




0
sin e3

0


 · ur1 +




1 0
0 0
0 1


 ·

[
v1

v2

] (8)

Further on linearizing (8) around the operating point OP (OP: e1 = e2 = e3 = 0, v1 =
v2 = 0) results in the following linear model

∆ė =




0 ur2 0
−ur2 0 ur1

0 0 0


 ·∆e +




1 0
0 0
0 1


 ·∆v (9)
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Figure 3: Mobile robot control schematic.

which is in the state space form ∆q̇ = A ·∆q+B ·∆u. Kalman controllability matrix has
full rank rank(B, AB, A2B)=3 if either ur1 or ur2 is nonzero which is sufficient condition
for controllability only when reference inputs ur1 and ur2 are constant. However this is
only true in case of linear and circular paths. The controllability of a driftless system
can be ascertained by Chow’s theorem if the system is completely nonholonomic (all
constraints are nonholonomic). The system (1) is completely nonholonomic as it has only
one nonholonomic constraint ẏc cos θ− ẋc sin θ =0 (robot cannot move in lateral direction
to its wheels) and therefore the system is controllable.

Let us further on define the linear state space controller for the closed loop. The
system has three states and two inputs, thus

v = K · e (10)

where gain matrix K has dimensions 2×3. The schematic of the obtained control is
explained in Fig. 3.

The controller structure can be derived from observing Fig. 2. To reduce error in
the driving direction e1 the tangential robot velocity should be changed correspondingly.
Similarly, the orientation error e3 can be efficiently manipulated by robot angular speed.
Finally, the error orthogonal to the driving direction could be reduced changing the an-
gular velocity. At the same time also the robot drive direction (forward or backward)
should be considered. From the above conclusions the control law is

[
v1

v2

]
=

[ −k1 0 0
0 −sign(ur1)k2 −k3

]
·



e1

e2

e3


 (11)

The next question is how to determine the suitable controller gains. This can always
be done by trying or by optimization of some cost function. In this paper the controller
gains are determined by comparing the real and the desired characteristic polynoms. The
polynomial takes the following form

(s + 2ζωn)(s2 + 2ζωns + ω2
n) (12)

Similarly as for the second order systems the desired dumping coefficient ζ∈(0,1) and
the characteristic frequency ωn >0, are selected. An extra pole at s = −2ζωn increases
the rising time and decreases the system overshot. A characteristic polynomial of a closed



loop with a state space controller (11) is

det(sI−A + BK) = s3 + (k1 + k3)s
2+

+(k1k3 + k2ur1 + u2
r2)s + k1k2eur1 + k3u

2
r2

(13)

Comparing coefficients at the same power of s in Eqs. (12) and (13) result

k1 + k3 = 4ζωn

k1k3 + k2ur1 + u2
r2 = 4ζ2ω2

n + ω2
n

k1k2ur1 + k3u
2
r2 = 2ζω3

n

(14)

Further on let us find the solution of equation (14) in the form suggested in (Luca, A., et
al., 2001)

k1 = k3 = 2ζωn (15)

k2 is then determined as

k2 =
ω2

n − u2
r2

|ur1| (16)

The obtained system poles are constant

s1 = −2ζωn

s2 = −ζωn + ωn

√
(ζ2 − 1)

s3 = −ζωn − ωn

√
(ζ2 − 1)

(17)

and ωn should be larger than the maximum allowed robot angular velocity, ωn ≥ ur2MAX .
When ur1 is close to zero, k2 goes to infinity and therefore a gain scheduling (Luca, A.,
and Oriolo, G., 1995) should be chosen for k2 as k2 = g · |ur1(t)|. System characteristic
frequency becomes

ωn(t) =
√

u2
r2(t) + gu2

r1(t) (18)

and the controller gains are
k1 = k3 = 2ζωn(t)
k2 = g · |ur1(t)| (19)

The parameter g >0 gives an additional freedom in controller design (Luca, A., et al.,
2001). The controller gains approaches zero when the robot stops at which time the robot
is not controllable. If the controller gains are chosen from Eqs. (15) and (16) a nonlinear,
time varying controller is obtained which gives stable and constant poles of the closed-loop
system. Although the poles are stable and constant, the local asymptotic stability is not
guaranteed as system is still time varying (Luca, A., et al., 2001, Oriolo, G., et al., 2002).
System stability is therefore checked by Lyapunov stability analysis discussed bellow.

4 Stability Analysis

For the presented controller (7) and (11), the system stability in the sense of Lyapunov is
shown next. Lyapunov energy function V (q) should be positive definite and continuous



with continuous derivatives on all states q. In the equilibrium point q=0 the energy
function must be V (q) = 0.

The origin point q=0 is stable equilibrium point if there exists such a energy function
V (q) that V̇ (q) is negative semidefinite over all the trajectory. If V̇ (q) is negative definite,
then the equilibrium point is asymptotically stable.

If the controller from (11) is rewritten considering (19), discontinuous part k2sign(ur1)e2

is replaced by k̄2ur1e2 where k̄2 is a positive constant (k̄2 > 0). The controller becomes

v1 = −k1e1

v2 = −k̄2ur1e2 − k3e3
(20)

Defining Lyapunov function as

V (e) =
1

2

(
e2
1 + e2

2 + e2
3

)
(21)

and its derivative as
V̇ (e) = e1ė1 + e2ė2 + e3ė3 (22)

Considering model (9) and controller (20) the following relation is obtained

V̇ (e) = −e2
1k1 + e2e3ur1 − e2e3ur1k̄2 − e2

3k3 (23)

from where the stability (negative semidefiniteness) cannot be concluded. A more appro-
priate energy function reads

V (e) =
k̄2

2

(
e2
1 + e2

2

)
+

e2
3

2
(24)

and its first derivative is
V̇ (e) = −k1k̄2e

2
1 − k3e

2
3 (25)

which is negative semidefinite function (note that it is not negative definite with respect
to e2) and the origin e = 0 is stable. Asymptotic stability is therefore not shown because
V̇ (e) is not negative definite. To check the asymptotic stability Barbalat’s lemma is used.
For energy function V (t) holds

V (t)− V (0) =
t∫

o

V̇ (τ)dτ =

= −k1k2

t∫
0

e2
1(τ)dτ − k3

t∫
0

e2
3(τ)dτ

(26)

The limit of the above integral as t tends to infinity is

lim
t→∞


k1k2

t∫

0

e2
1(τ)dτ + k3

t∫

0

e2
3(τ)dτ


 ≤ V (0) < ∞ (27)

The limit (27) exists and is a finite number; therefore e1, e3 ∈ L2. Supposing the
reference trajectory is smooth continuous function with bounded continuous derivatives
then from (9) follows that ur1 and ur2 as well as ė1, ė2 and ė3 are bounded. From e1, e3 ∈ L2



and bounded derivatives ė1, ė2 and ė3 (using Barbalat’s lemma) follows that e1 → 0 and
e3 → 0 when t → ∞. The derived control law from Eq. (20) forces e1 and e3 to zero
while this is not guaranteed for e2. An example of such a situation is when the robot is in
parallel with the reference line trajectory, e1 = e3 = 0, e2 6=0 and the reference tangential
speed ur1=0. In this situation the controller (20) will not force e2 to zero. However, since
the V̇ (e) is negative semidefinite, the error e2 is always bounded. When the trajectory is
designed so that ur1(t) is nonzero the controller (20) tries to lower the error e2.

5 Control Example

As already concluded the open-loop control only (feedforward) does not give satisfactory
results because it is not robust to the initial state errors, noise and other disturbances
during the operation. Fig. 4 shows two simulated examples of such control. In the first
situation the robot has initial states error (it does not start with the correct orientation)
and in the second situation the robot inputs and outputs are contaminated by additional
noise at inputs (disturbances at command reception, quantization) and at outputs (sen-
sors).

For successful control the closed loop must be implemented. Results of closed-loop
control with feedforward control, according to the schematic in Fig. 3, are shown in Fig.
5.

In Fig. 5 the robot follows the reference path despite noise and initial state error in
robot orientation. The controller successfully suppresses the initial state error and follows
the reference path with satisfactory accuracy. Smaller errors during following are result
of exaggerated added noise.

6 Conclusion

The control of a mobile robot along the reference curve is presented where the controller
consists of two parts: the feedforward control and the closed-loop control. The former
uses robot inverse kinematics to calculate the feedforward inputs from the reference curve,
while the latter cancels the effects of noise, disturbances and initial state errors. For the
control algorithm a system stability is proven in the sense of Lyapunov. The presented
example as well as the real applications prove that a mobile robot can follow the desired
reference path according to the prescribed velocity profile with a satisfactory accuracy.
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OF SHOOTING BALL ALGORITHMS 
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Abstract 
This paper gives a survey on the current algorithms for shooting a ball in robot soccer. These 
methods will be compared in terms of their effectiveness. Simulation and experimental results of 
applying these algorithms to the AUS robot soccer team are compared. 
A PD controller on the error   between the current angle of the robot and the tangential angle of 
path- suggested by each method- with a constant linear velocity value is used to drive the robot.  
It will be shown that the dynamic behavior of the robot (slipping, and the minimum turn radius of 
the robot) have been neglected in these method. Neglecting dynamic characteristics can’t be 
justified at high linear velocities.      
 
 

1. Introduction 
 
 

Robot soccer is an active area of research and it is the place where new and exciting 
technologies can be integrated and examined. Examples of technologies utilized are image 
processing, control theory, artificial intelligence, multi-agent systems, and motion planning and 
embedded systems [Werner, 2003]. Actually there are different types of schemes for soccer robot 
control available. In a remote brainless (vision-based), a host computer controls the robots by 
commanding the robot velocities. In the brain on-board (vision-based) soccer robot system, the 
robots move as per the vision data, keeping away from obstacles autonomously. In a robot-based 
scheme, each autonomous robot can make a decision based on information it collects with its 
sensors and, if needed can communicate each other [Dong-Han Kim,200]. This paper deals with 
the remote brainless robot system.Shooting a stationary ball into a given direction is the first step 
that one will consider before thinking about shooting a moving ball, which has many 
applications.  From aerospace view the idea behind Robotic interception of moving objects can 
be treated as a problem of missiles tracking a flying target, also from industrial view they are 
many applications that used the same concept.  Among the most efficient industrial application is 
APPE (Active Prediction, Planning and Execution) system for robot interception of moving 
objects. The key feature of the system is the ability of a robot to perform a task autonomously 
without complete a priori information. The APPE system has been tested for an object moving at 
a maximum velocity of 45mm/s [Messom.H, 2003].  

   
 
  
 
 
 
1AUS Mechatronics Graduate Students 
1AUS Mechatronics Director and Professor 



 
2. LITERATURE REVIEW 
 
Hitting a ball to a given target is a well known problem that has been studied by many authors, in 
[Peter,98] a low level learned multiagent system is introduced to shoot a ball in a simulator, they 
began their experimentation with the ball always being passed with the same trajectory and the 
same speed for all training and testing examples, then they varied the ball’s speed keeping in 
mined that the whole trajectory of the ball is known, at the end they develop a learned system to 
handle the previous constrains together .  New motion control system was proposed by 
CMUnited- 98 [Michae, 2000] for small-size league champion at RoboCup- 98. In this paper a 
new motion control algorithm is introduced, this algorithm allows a general differential-driven 
robot to accurately reach a target point with a desired orientation.  
 
Geometrical solution for shooting a ball is presented in [Messom.H, 20033] and its shows how to 
use the kalman filter for: 1-reducing the noise that come from the analogue camera (odd and 
even scanning), and 2- to predict the future position of the moving ball. Potential field method 
[Dong-Han Kim, 200] introduced a way to shoot a fixed ball motion using potential field 
method.  
 
3. KINEMATICS MODEL OF THE ROBOT: 
 
A kinematics model of a two wheeled mobile robot with non-slipping wheels is considered 
[Dong-Han Kim, 200].  
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Figure 3.1:  Robot Kinematics model 
 
 
Equation in the right has three variables to be controlled, but only two inputs [ ]νω . This 
explains why, in general, no control is guaranteed to move the robot from a given posture 

),,( θyx  to desired posture  [Kim, 2004]. ),,( ddd yx θ
 
 



 
4. ALGORITHMS USED FOR KICKING A STATIONERY BALL 

 
In this paper three algorithms are discussed and implemented on our AUS robot soccer: 
1- The Geometrical Algorithm [Messom.H, 2003], 2-the CMUnited-98 shooting algorithm 
[Michael, 2000], and 3-the improved vector field method algorithm [Dong-Han Kim, 200]. 
 
4.1- The Geometrical Algorithm 

 
This algorithm calculates the left and right wheel velocities of the robot to reach a desired 
position with a specific orientation: 

),( vrvl

 
ec KVvl θ−=      and     ec KVvr θ+=  

Where: 
 
K: is a proportional gain. 

:eθ is the angle between the required direction and the current robot direction as shown in  
Figure. 2. 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 

Figure 4.1: The geometrical method to shoot   a fixed ball to a specific orientation 
 
 
4.2- The CMUnited-98 shooting algorithm 
 
Its gives reactive equations for deriving the left and right wheel velocities  in order to 
reach a target position: 

),( vrvl

)( rtvvl −=           (1) 
)( rtvvr +=           (2) 

Where: 
)sgn(sinsin),(cossgncos),( 22 ∆⋅∆∆⋅∆=rt       (3) 

Φ−=∆ θ  (Figure: 3.a)        (4) 



 
These equations are extended for target configuration of the form , where the goal; of 
the robot is to reach the target position , while facing the direction  (Figure: 4.2.b). 

),,( ∗∗∗ Φyx
),( ∗∗ yx )( ∗Φ

 
 
 
 
 
 
 
 
 
 
 

 
Figure 4.2: (a) - reaching the Target position without specific   direction.  (b) -Reaching the 

target position with a direction . )( ∗Φ

 
 
4.3-The vector field method: 

 
In Figure .4.3, the final position of the robot is the point G, and its final angle is to the right. The 
kick field at robot position P is given as: 
 

)()(
→→→

∠−∠−∠=∠ PGPRnPGPN           (5)      
 
 
 
 
 
 
 
 
 
 
 
                    
 

Figure 4.3: vector field method 
 
 

 
 
 
 



5. IMPLEMENTATION OF THE SHOOTING METHODS ON AUS 
ROBOT SOCCER 

 
For the implementation of all methods, the same formulas for the linear and angular velocity are 
used (Figure .5.1) 
 
                                 (6) V =Vc
 
           (7) )( robotpKW θθ −= ∠ des

 
Where:  
 
V: is the linear velocity (constant value). 
W : is the angular velocity.  

desθ : is the angle that it is calculated (According to the used method). 

robotθ : is the angle of the robot.  

pK : Proportional control gain. 
 
 
 
 
 
 
 

 
 
 
 
 

 Figure 5.1: Block diagram of the control implementation of the three methods 
 
 

5.1- How to determine the value? pK
 

Determining the  value is not a straight forward because  is function of the linear 
velocity

pK pK
ν .  The minimum turn radius (r), that the robot can turn without slipping depends on  ν   

. 
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On the other hand, for a given value ( )ν  the gain will work fine until pK eθ  reaches a certain 
limits.  This is significant when the ( )ν   has a high value, for example Figure. 5.2-a shows the 
step response of the robot angle for 40° and 80° whenν =100  and =.5,  it can be seen 
that  when the reference input is 40° the system is stable, but when the reference input  is 80° the 
system is unstable . On the other hand Figure. 5.2-b,   shows the step response of the robot angle 
for different step demands when

scm / pK

ν =0  and =.5. To improve the above algorithms the 
following modifications were tested:  

scm / pK

1- Set the reference robot angle value at (40°). 
2- Select the proportional gain for different values of ν  using the Zeigler Nichols closed-loop 
tuning method [Gene, 2002].   
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Figure 5.2: step response of the robot angle: a-ν =100 cm , b- s/ ν =0 cm . s/

 
Applying these steps for AUS robot soccer for reference value of (40°) and for example 
ν =60cm , gives K , so K =.45. Practical results of applying this value of   comparing 
with a result of applying and  gains are shown in (Figure.5.3) 
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Figure 5.3: step response of the robot angle with PD controller 
 



 
5.2- Experiments and Simulations Results  

 
Now after finding the suitable gains of for a certain values of pK ν  and at a fixed reference 
(40°), Practical and simulation results of the three mentioned methods are obtained using 
equations 6 and 7.  The practical results are obtained by Appling the three methods on the AUS 
robot soccer players while the simulation results are obtained by Appling them on the Matlab 
simulation model of the robot. 
 
5.2.1 The Geometrical Method results: 
 
In this method a constant value of ν =120 was used.  To overcome the fact that the 
proportional control gain was designed based on reference angle step of 40°; a condition in the 
code was introduced to reduce 

scm /

ν whenever the error exceeds 40.  Practical and simulation results 
are shown in (Figure.5.4). 
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Figure.5.4: Experimental and simulation results of the geometrical method: a-experimental b- 
simulation  



5.2.2 The CMU Method results: 
A constant value of ν =100 cm/s, was used, Practical and simulation results are shown in 
(Figure.5.5). 
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Figure.5.5: Experimental and simulation results of the CMU method: a-experimental b- 
simulation  
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A constant value of ν =80 cm/s, was used, Practical and simulation results are shown in 
(Figure.5.6), It can seen from the figures that: first, the path the robot follows is optimum- not 
like the path the robot follows in the two previous methods, and second, the robot after hitting 
the ball continue to push the ball until it enters the goal area 3- the ball exactly hit the center of 
the goal. 

5.2.2 The Potential field Method results: 
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              Figure.5.6: (a) Experimental and (b) simulation results of potential method 



On other hand, unfortunately trying to increase the value ofν up to 100 cm/s (see Figure.5.7), 
will make the system sometimes miss the ball).  
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Figure.5.7: Experimental results of the Potential method: a-positions b- velocities experimental 
result v=100 cm/s. 
 
5-CONCLUSION: 
Three different methods to shoot a ball toward a given direction were surveyed in this paper; the 
geometrical, the CMUnited and the vector field methods. All these methods were simulated on 
Matlab before they were implemented on AUS robot soccer players using visual C++ language 
programming; it was shown that running all these methods at high speed will cause problems.  
Unless one considers the dynamic behavior of the robot, on the implementation, increased speed 
will be a problem. On the other hand, it was clear that the vector field method was the better 
method in term of optimizing the path between the robot and the ball, and in term of dripping the 
ball toward the center of the goal, but not in terms of running at a speed higher than 80 cm/s. 
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Abstract: In this paper, a new structure for Partial Recurrent Neural Networks (PRNNs) is 
presented. The new structure is achieved by using adaptable interconnection weights between 
context layer nodes in addition to the adaptable links from hidden to context layer. This 
structure is very useful in solving many problems in the process of system identification and 
control of dynamical systems. The performance of this structure is compared with the 
performances of the Modified Elman Neural Network (MENN) and the Modified Recurrent 
Network (MRN). Simulation results obtained from the identification of linear and nonlinear 
dynamic systems showed that this structure gives less RMS error in minimum number of 
training cycles and minimum computational time. 

1   Introduction 

Recurrent Neural Networks (RNNs) are an interesting class of models for time series 
processing, system identification and control problem. RNNs are able to build up internal 
memory suited for the task at hand and thus often lead to compact model representations. 
However, it is generally believed to be a difficult task to train this type of networks 
(Peddersen, M.W., 1997, Lin, T., Hene, B. et al, 1998).  
The capacity of the internal memory of a RNN increases when the number of hidden units 
increases as it contains all information about previous inputs (Peddersen, M.W., 1997). In 
general, RNNs can be classified as fully and partially recurrent. Fully Recurrent Neural 
Networks (FRNNs) can have arbitrary feed-forward and feedback connections, all of which 
are trainable. In Partially Recurrent Neural Networks (PRNNs), the main network structure is 
feed-forward trainable connections. The feedback connections are formed through a set of 
"context" units and are not trainable. The context units memorize some past states of the 
hidden units, and so the outputs of the networks depend on an aggregate of the previous states 
and the current input. It is because of this property that PRNNs possess the characteristic of a 
dynamic memory (Pham, D.T., and Liu, X. L., 1997). The MENN is a special model of PRNNs. 
which have fixed gain in the self-feedback links of the context layer and unity gain in the 
feedback links from hidden layer to context layer (Pham, D.T., and Liu, X. L., 1997). 
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The MRN was proposed by (AL-Faysale, M.S.M., 2004 and 2005) has the same structure, 
shown in Fig. 1, of MENN but with modified training algorithm. MRN has two trainable 
weighs of self-feedback of context layer and the feedback from hidden layer to context layer. 
In fact, PRNNs combine the advantages of both feed-forward and recurrent network (AL-
Faysale, M.S.M., 2004). Many researchers (Sastry, B.S., et al., 1994, Santosand, J. and Duro, R.J., 
1998, and Kwok, D.P., Wang, P., et al, 1994) paid a lot of attention to PRNN by applying it in 
control, identification, network generalization and signal processing.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Fig. 1: The MRN. 

2   The Modified Structure of MRN  

The MRN is modified to a new structure, which is called Interconnection Modified Recurrent 
Network "IMRN". The modification achieved by adding an adaptable weight to the context 
layer. IMRN has interconnection weights of context layer in addition to the adaptable weights 
from hidden to context layer. Fig. 2 shows the IMRN structure. The outputs of context layer 
nodes at time k have the form:  
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Where (c=1. 2, .....C)is the number of context units. β is the adaptable weight from hidden 
layer to context layer. Wcc is the adaptable weight of the interconnection of context units. The 
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dimension of β is (C x 1) and the dimension of Wcc is square matrix (C x C). X(k-1) and Xc (k-
1) is the past output of hidden and context layer respectively.  
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Fig. 2: Interconnection Modified Recurrent Network. 

 
 
For the IMRN, the following equations can hold: 
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Where Wxc, Wxu, Wyx and Wcc are the weights matrices, f(.) is a linear or nonlinear activation 
function and  g(.) is a linear activation function, Yq (q=1, 2, 3,….. Q)is the network output, 
(n=1, 2,3 …C)the number of nodes in the hidden/context layers. (U=1, 2, 3 ……,P) is the 
number of nodes in the input layer. 
There are many learning algorithms available in the literature that can be used to train the 
IMRN (Sagiroglu, S., 1996). Among them the Backpropagation is the most commonly one 
used. This algorithm employs a gradient descent method to update the network weights that 
minimize the root mean square error between the network output and the desired one. Based 
on that, the updates of weights of the IMRN are given by following: 
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Where, η  is the learning rate and ( )kYd is the desired output. 
 

3   System Identification and Simulation Results 

The parallel identification scheme is the simplest among the system identification methods, 
which are based on neural networks. Its configuration is shown in Fig.3 (Kwok, D.P., et al, 
1994). In this identification system, the IMRN works to gradually learn the model of the plant. 
The learning algorithm developed in the above section is used to train the network so that 
proper weights of trainable connections can be produced. The aim of learning is to minimize 
the RMS error with minimum epochs and computational time step by step with respect to 
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time. This identification system may use linear activation function when the plant is linear or 
nonlinear activation function when the plant is nonlinear.  
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Fig.3: System identification using the IMRN. 

 
The performance of IMRN for system Identification will be examined in the following 
examples. Two systems were considered; one linear while the other was a nonlinear system. It 
was assumed that the two plants are bounded input bounded output stable. The response of 
the IMRN is then compared with the responses of the MRN and MENN. All the three 
structures have single input node, six nodes in the hidden/context layer and single output 
node. The learning rate was chosen by trail and error.  
 
 

3.1   Example -1:  Identification of Second-Order linear Plant 
 
The plant is described by the equation: 
 

)2(0109.0)1(01169.0)2(818.0)1(75.1)( −+−+−−−= kukukykyky  
 
During the training phase, random signal was presented to the input. Meanwhile, during the 
test phase, different signal was used. Tab.1, illustrates the RMS error, number of training 
cycles and the computational time for the three types of networks. It is obvious; the IMRN 
gives the finest performance. Simulation results are shown in Fig. 4 to Fig, 7. It is clear, Fig. 
4, that the IMRN reached the required error goal faster than the other two networks. The 
responses of the plant and the three networks to the same input signal are plotted in Fig. 5 to 
Fig, 7. As expected, the IMRN gives better response than the other two networks.  
 

Table 1: Comparison between the performances of the IMRN, MRN and MENN. 
 

Parameters Network 
RMS error No. of Cycles Computational Time 

(Sec) 
IMRN 0.0002 10 16.64 
MRN 0.0011 70 104.74 

MENN 0.025 120 81.35 



 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: Training RMS error of example 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig. 5: Response of the IMRN and the plant. 
 
 
 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6: Response of the MENN and the plant. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7: Response of the MRN and the plant. 

 



 

 

3.2   Example -2: Identification of Second-Order nonlinear Plant 
 
The plant is described by the equation: 
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Once again, during the training phase, random signal was presented to the input. Meanwhile, 
during the test phase, different signal was used. Tab. 2, illustrates the RMS error, number of 
training cycles and the computational time for the three types of networks. It is noticeable that 
the IMRN gives the best performance. Simulation results are shown in Fig.8 to Fig.11. It is 
clear, Fig.8, that the IMRN reached the required error target faster than the other two 
networks. The responses of the plant and the three networks to the same input signal are 
plotted in Fig.9 to Fig.11. As expected, the IMRN gives better response than the other two 
networks.  
 
 

Table 2: Comparison between the performances of the IMRN, MRN and MENN. 
 
Parameters Network 

RMS error No. of Cycles Computational Time 
(Sec) 

IMRN 0.007 300 818.12 
MRN 0.0073 400 1179.1 

MENN 0.0151 400 931.173 

 

 

 

 

 

 

 

 

 

 

Fig. 8: Training RMS error of example 2. 



 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 9: Response of the IMRN and the plant 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 10: Response of the MRN and the plant. 
 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 11: Response of the MENN and the plant. 

 

4   Conclusions 

A modified structure of PRNNs was proposed in this paper. The standard BP training 
algorithm was used to train the IMRN. The proposed structure with its training algorithm 
overcomes most of the disadvantages of the PRNNs that have fixed self-connection weights 
and fixed feedback-connection weights. The performance of the IMRN was simulated, tested 
and compared with that of the MRN and MENN.  The three neural structures were used in the 
identification process of linear and nonlinear plants. Simulation results proved that the IMRN 
reach the error goal much faster than the MRN and the MENN in terms of training cycles and 
computational time. 
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ABSTRACT Mathematical models are frequently used in the design, analysis and development of 
engineering systems. This paper looks at the ways that commercial Computer-Aided Control System 
Design (CACSD) software packages can be used to automate the design, calculation and modelling 
process. A typical servo-mechanism system is modelled in block diagram form. The investigation of 
the model (design) using CACSD software shows some of the capabilities on offer to the designer. 
 
Key words: engineering, system, analysis, modelling and simulation 
 
 
1. INTRODUCTION 
 
During the past two decades, the falling price of the computer peripherals and the development of 
commercial Computer Aided Engineering software packages have advanced mathematical 
modelling and simulation methods. With abundant computer power, and inexpensive CAE 
software, design, modelling and system improvement are accessible to most small to medium 
manufacturers. The motivation for this use can be easily justified in cost efficiency. This stems from 
the fact that once committed to modelling and simulation there are savings in product development 
and improvements, the merits of which are well known to the defence industries. 
   
Also in the design and construction of machine tool feed drive systems for example, it is desirable 
to predict the effects of the machine and the non-linear parameters commonly encountered such as, 
backlash and friction on the servo system performance (Younkin, G. W 1991).The cost for 
redesigning and testing can be avoided, if the effects of these non-linear parameters can be 
minimized or eliminated prior to manufacturing. Currently there are many commercial software 
packages such as MATLAB, CTRL and MATRIXX that are used in different capacities. Most of 
these packages can handle systems with elements which are non-linear, continuous, discrete and 
multi-rate. Using a set an element blocks available in aforementioned CADSD packages, a non-
linear model can be constructed for simulation purposes. The element blocks available cover an 
entire range of the control elements necessary to describe a system model. The data for 
manipulation can be obtained from the model or imported from other programs. This enables the 
actual signal from the System Under Test (SUT) to be obtained by data acquisition system for 
analysis purposes. 
 
Time domain representations of control systems started in the early 1960's. This resulted in the 
development of state-space techniques which gradually became the principal tool for solving 
multivariable systems problems. In classical linear control the physical system can also be modelled 
as single input single output (SISO), linear, continuous and time invariant model. To analyse this 
type of systems time and frequency domain methods have been developed. These linear models can 
be further expanded (if required) by adding system non-linearties. To analyse non-linear models, 
techniques such as describing functions and phase plane methods have been developed. SISO are 
usually presented by transformed differential equations, as a transfer functions. With increasing 
degrees complexity a need for multivariable system methods were required. However if a SISO 



system is required to portray more than one input and output then as a result a multi-input multi-
output (MIMO) system has to be defined. This resulted in development of both state-space transfer 
function methods to describe MIMO systems.  
 
The aim of this work is to use CACSD software to develop a mathematical model of a machine tool 
servo-feed drive system that can be easily applicable for various fields of design and research.  
 
2. MODELLING TECHNIQUES 
 
The modelling process can be divided to physically and empirically synthesise the system, as shown 
in Fig. 1. The classical procedure for the design of such a system is usually the modification of the 
existing design which is based on physical laws. The designer then calculates the new system 
specifications based on the modified parameters. The numerical value of the elements of the plant 
can be obtained from the literature; or derived from geometrical and material constants. This 
information is converted into a set of first order, ordinary -differential equations or state equations.  
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Fig. 1, Illustration of a modelling procedure 
 
The block diagram modelling can be envisaged as a medium that conceptualises the mathematical 
equations in a pictorial way by using the signal between different elements of the system. The 
advantages of using the block diagram model can be classified in to 1) Its conformity with most 



engineering disciplines 2) ease of programming 3) availability of block diagram manipulation 
within most of the control packages. 
 
Due to the factors which need consideration, there are many ways in which modelling can be 
classified and formalised, (Eykhoff, P. 1989 and 1974). Essentially there is one approach in finding 
a model, which is used in this work. This approach is the “Lumped Parameter Modelling (LPM) 
technique. The subsystem is broken down into lumped pointwise elements for which a 
mathematical description is then established. 
 
2.1 Lumped Parameter Modelling (LPM) 
 
In lumped parameter modelling (LPM) an idealised equivalent, physical model of the system, is 
considered, which each element of the model has a single property. The advantage of considering such 
an idealised or 'lumped parameter' system is that each element has one independent variable - time, so 
that the system can then be described using a differential equation model. 
In a time-invariant, lumped parameter linear system any response or output signal Y(t), due to any 
external excitation or input signal, is linked to the corresponding excitation by a differential equation 
with constant coefficient, of the form: 
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where U and Y are the input and output, and the terms ao,a1, an,bo,b1,b2,... are constant parameters 
unique to a given system. If the parameters of the generated differential equation are not constant then 
the equation is time varying. It is possible to model the most physical systems by LPM techniques. 
However there are situations where LPM leads to a high order description which requires model 
reduction methods. Alternatively identification technique can be used, if the system exerts as an 
alternative approach to LPM. 
 
 
2.2 System Identification (SI) 
 
System Identification is the process of constructing a mathematical model of a dynamical system from 
observation and 'a priori' knowledge. The purpose of SI is to determine the dynamics of a system by 
means of experiment. The following definition is given by (Zadeh, L. A. 1962), "Identification is the 
determination, on the basis of the input and output, of a system (model) within a specified class of 
systems (=models), to which the system (=process) under test is equivalent".  
 
 
2.3 Transfer Function Models (TFM) 
 
The above modelling exercises results in a number of sub- systems or elements, each of which has a 
differential equation representation. In addition to the differential equation, the transfer function is 
another way of mathematically modelling a system. The modelling in this case is concerned more with 
forced response than with transients due to initial conditions. If the system is stable, the influence of the 
initial condition on the output becomes negligible as time progresses. It is therefore common practice 
to assume all the initial condition are zero, in which case the transfer function of a linear system G(s) 
can be written as the ratio of an output Y(s) developed by an input U(s); Hence 
 
            (2)   ( ) ( ) ( )Y s U s G s= ∗
      



The application of block reduction techniques, or 'block diagram algebra' condenses the Laplace 
transform system equations into a form suitable for modelling exercises. The z-transform plays a 
similar role in discrete time systems, to that of by the Laplace transform in continuous system transfer 
function analysis. The difference equation of a system may be converted into transfer function by the 
use of the z-transform in a similar way as a differential equation into s-transform by applying the 
Laplace transform.  The transfer function G (z) for a discrete-time system is defined as that factor in the 
equation for the transform of the output Y (z) that multiplies the transform of the input U(z). If all the 
term due to initial conditions are zero, then the response to an input U(z) in z-domain is given by: 
 
           (3) ( ) ( ) ( )Y z G z U z= ∗
 
2.4 Block Diagram Algebra (BDA) 
 
Block diagrams have been used to represent Laplace transform, z-transform equations and describing 
functions for machine tool elements. The use of block diagram is a convenient method of pictorially 
grouping these elements such that the overall model of a subsystem and finally the machine tool itself 
can be represented in a mathematical meaningful way. 
 
 
3. SERVO SYSTEM OVERALL MODEL 
 
To perceive the most suitable simulation model of a machine tool, servo-feed drive system, it is 
necessary to know the reason for, and the application of, the model. The aim of this work is to present a 
simulation model which can be used to predict different operating conditions for machine tools. The 
simulation model allows the machine designer/researcher to observe the effect of changing the drive 
parameters such as, backlash, viscous friction, load inertia … etc. on the feed drive system 
performance without having the physical drive system available. Therefore, the objective of the 
simulation model is to provide insight in to the operation of the milling machine tool defining the 
cause-and-effect relationship between variables. The important relationship is that between the 
manipulatable input and measurable output. This encompasses the interrelationship of the movement of 
the workpiece during cutting and the forces and torques acting on the x axis feed drive system. The 
particular objective of this work is then to present a mathematical model which explores the dynamics 
of the x axis feed drive.  
The x-axis assembly comprises an A.C, permanent magnet, synchronous motor which provides the 
torque, applied to the lead-screw, at the drive end. In large machines the lead-screw may be several 
metres long with a relatively small cross sectional area where the effective diameter is measured at 
the root, of the lead screw thread. 
Ball and thrust bearings support the lead –screw, attached to which is the machine saddle and 
workpiece. A ball-screw assembly is normally used to transfer the motion from the lead-screw 
rotation to the machining saddle. 
This assembly is shown in Fig. 2, where the principle components are labelled. The force – torque 
directions are also shown in this diagram enabling the various combined twisting moments and 
torsional forces to be identified.  
  
3.1 The Drive Servo-Motor 
 
The drive motor is directly coupled to the lead-screw, as shown in Fig. 2. This motor is a permanent 
magnet synchronous machine (PMSM), with an integrated encoder. 
PMSM have a rotor with a set of three phase windings similar to those in three phase induction 
motors, see for example (Pillay, P and Krishnan, R 1989). The three phase voltage supply, applied 
to the windings of a PMSM, produces constant amplitude, rotating m.m.f in the air gap. Rotor 
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Fig. 2, Machine tool servo-system, x-axis drive system



angular position feedback is used to synchronise the rotor position, relative to the stator winding, 
current frequency. The shaped permanent magnets forming the rotor provide an approximate 
sinusoidal flux which interacts with the stator flux to provide the electromagnetic turning moment 
required.  
For analytical and modelling purpose PMSM are usually transformed from three to two phase 
devices. Essentially, this enables models to be constructed using either a two-axis, synchronous 
rotating (d, q) reference frame or a stationary ( ,  )α β frame may be employed, see for example 
(Husain, I. 2003).   
The relative, angular location of these axis, are shown in Fig. 3. The coordinate transformation 
enabling transfers from each three, to two phase system, are also indicated in this figure. 
Reference axis d-q rotate with the rotor whereas the -α β coordinates remains stationary with 
the -α β axis sharing a common, x-axis basis. The β  axis lags the α axis by 90o and the 3 phase a-b-
c vectors lag each other by 120o. The d vector is in the direction of the direct, and the q vector is the 
direction of the quadrature flux, in the equivalent d-q coordinate system.  
In the modelling process, for an equivalent two phase machine, eddy current and hysteresis losses 
are neglected. The equations representing the machine’s performance in the d-q coordinate system 
are, as shown by (Sebastain, T and Slemon, G. R. 1989): 
 

 0
( ) 1 ( ) ( ) ( ) ( )qd s

d d
d d d

Ldi t RV t i t p t i t
dt L L L

ω= − + q        (4) 

 0

( ) 1 ( ) ( ) ( ) ( ) ( )q
q q d

q q q

di t RV t i t p t i t t
dt L L L

λω= − − 0
pω

)q

      (5)   

            (6) ( )(( ) 1.5 ( ) ( ) ( )e q d q dT t p i t L L i t i tλ= + −

 
           (7) 0( ) ( ) ( )e bT t T t T t− =
 

 0
( ) ( )

2
d t p t

dt
θ ω=                           (8) 

 
Following Laplace transformation with zero initial conditions, Fig. 4, can be constructed, showing 
the block diagram representation of equations 4 to 8. 
The PMSM is fed from a power, electronic invertor, for efficient operation of the system. Fig. 5 
shows the drive motor system in block diagram form, including the invertor and inner loop speed 
controller. 
 
3.2 Axis Drive System Dynamics 
 
The free body diagram of the axis drive system is represented by Fig. 6, where B1 is the viscous 
damping coefficient of the motor, B2 is the viscous damping coefficient of the ball screw bearings 
and ball nut. J1 is the moment of inertia of the motor, and J2 is the moment of inertia of the lead 
screw. TF is the coulomb friction of the motor, ball screw, bearings, and the ball nut. θ` represents 
the motor speed and consequently the lead screw. θ represents the angular position of the motor and 
lead screw. While, θO is the shaft position at the ball nut, the difference between the ball screw 
angular position θ and θO at the ball nut is referred to as the angular deflection of the lead screw. 
The rotational movement of the ball screw leads to a linear displacement of the nut and 
consequently the table, XO.  The mass M is given by the mass of the table and the spindle drive 
system. Tl is the torque generated in the motor armature. T0 is the drive torque applied by the ball 
screw nut to the table.  TD provides the force FD, acting on the table, which is required to provide 
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Figure 6, The free body diagram of the X-axis drive system
rate the table and overcome friction, and the axial cutting force component FX. 
resistance due to viscous friction of the motor and lead screw, respectively. 

 Nut Mechanism 

t are designed to transfer the rotary motion (the motion of the lead screw) into 
tion of the nut). The required torque on the lead screw to overcome the axial 

                                                                         (9) 

r lead of the ball screw (m), and η is the lead screw efficiency, which is equal 
into considerations in BR and TF. 

         
                 (10) 
 to torque constant (m). 

ll screw accounts for a linear movement of the nut by X. This longitudinal 
 to the angular motion of the ball screw at the nut θo. 

                (9) 



3.2.2 Stiffness in Axis Drive System 
 
Stiffness plays an important role in the accuracy of the machined tools. The overall stiffness 
accounts for the combination of the elastic parts in the mechanical chain of the axis drive system. 
To obtain the actual linear displacement of the table, it is essential to take account of the deflection 
due to the angular and linear stiffness (Ebrahimi, M. and Whalley, R. 2000).  
 
3.2.3 Backlash in the Axis Drive System 
 
The hysteresis in machine tools is represented by backlash which means that the driven member, the 
ball-screw nut, remains stationary when not in contact with the input member, ball-screw. The 
backlash in the axis drive system is represented by a frictional-controlled backlash element, where, 
for small movements of the input (input < backlash), about the central datum, there will be no 
output movements (Richards, R. J.1979). It is assumed that the backlash in the ball-screw is 
represented as a backlash in the axis drive system. The backlash in machine tools affects motion 
accuracy. There is a delay in the response of the table following the rotation of the axis drive motor 
(Kao, J. Y. et al. 1996). 
 
3.3. Table and Guide-Ways 
 
The movement of the table over the guide-ways is subjected to viscous and coulomb friction. To 
move the table, the longitudinal drive force FD is equal to the sum of the axial cutting force (feed 
force FX) and the force FM required accelerating the table and overcoming the friction force. Fig. 7 
represents the free body diagram of the table and saddle, considered as a lumped mass M. 
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Fig. 7, Free body diagram of the table and guide-ways  

 
 
 
3.4. Overall Axis Drive System Model Block Diagram 
 
The overall axis drive model, block diagram, can be obtained from connecting all the sub-systems 
of all elements in the system. These elements contain the mechanical properties of the axis drive 
motor, ball-screw, the ball-screw nut mechanism, backlash element and the table. This overall axis 
drive model is presented in Fig. 8. 



 
 
 
 
 
 

 

 
 
 
 

 

Fig. 8, The axis drive system overall simulation model 

 



4. Simulation Results 
 
Simulation is the technique whereby a model of a real system can be constructed, in order to 
study its behaviour, without disturbing the environment of the real system. Simulation is also the 
process whereby important aspects of the behaviour of a system, in real time, can be studied. 
Computer simulation means the running of a special program on a computer, which generates 
time responses of the model imitating the behaviour of the process under consideration (Law, A. 
M. 1991). Simulation can be used to determine the performance of machine tool subsystems by 
changing the model parameters. Also, the simulation programs enable researchers to observe the 
performance of the system without having to change the actual parameters of the machine tool. 
Figures 9-A and 9-B present the comparison between the experimental and the simulation results 
for a CNC milling machine.  
 
Discussion & Conclusion 
 
The procedures, enabling the construction of a lumped model for the x-axis dynamics for a 
machine tool system, were presented in this paper. Only the lead-screw, for the traverse 
mechanism, was described in distributed parameter form, in view of its high length-diameter, 
slenderness ratio. 
The remaining elements including the saddle, ball-nut, motor-drive etc., were all considered to 
be relatively concentrated, in terms of their mass-inertia, damping and stiffness properties. 
Therefore, these components were modelled using conventional lumped parameter methods. 
To illustrate the formulation techniques involved the machine tool elements were shown as block 
diagram, sub-assemblies. These realisations were then arranged to represent the overall system 
model. 
This model generates the transient effects arising from spatial dispersion owing to the lead-screw 
dimensions. Both the torsional response characteristics and the loading deflection, arising from 
lead-screw “wind-up” were included in the modelling procedure. 
These effects are amplified, when the system model was excited by input changes and cutting 
force disturbances. Significantly, the results obtained demonstrated that the model replicated the 
broadband dynamics of the system, comprising the low frequency response, steady state 
dynamics and the internally generated machine tool chatter. 
The table speed variations caused by changes, in the saddle position and/or feed rate, could also 
be easily investigated, if desired. Moreover, although not specifically pursued, the vibrational 
disturbances arising from alternative cutting tools as a results of transient deflections, could be 
simply incorporated following an analysis of the transverse vibrations of these units. When using 
CACSD great attention must be paid to numerical stability, otherwise the results will be 
worthless. 
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Fig. 9, Signal comparison between experimental and simulation results for
CNC milling machine axis drive system
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Abstract 

This paper presents a computational modeling that predicts the thermal effects associated with hypervelocity 
impact (HVI) damage to the orbital spacecraft-multilayer insulation (MLI). Every spacecraft that is spending on 
low-earth-orbit more than several days is subjected to impact of hypervelocity meteoroids and space debris 
particles (debris of fractured spacecraft and rocket booster stages) that can damage vital systems of the 
spacecraft. The impact of these particles which can occur at high speeds can degrade and/or damage flight-
critical systems and possibly lead to catastrophic failure of spacecraft missions. Therefore, the design of a long 
duration earth-orbiting spacecraft must consider the effects of such hypervelocity impacts on the subsystems of 
the vehicle to insure the safety of its occupants and all operating systems. If a spacecraft has a dual-wall system 
in which a blanket multilayer insulation will be typically included within the wall for thermal protection purposes. 
A computational model to predict the thermal behavior of MLI was developed. The main goal of this paper is to 
develop a microcomputer-based design tool to approximately predict the thermal effects associated with the 
impact damage of the MLI of orbital spacecrafts. The computational model was based on the assumption of axial 
symmetry about the center of the MLI damage. Finite difference schemes were utilized to discretize the system, 
where an axially symmetric ring of material was approximately modeled as a single node. It was assumed in the 
model that the damage in the MLI consisted of a circular hole of the same diameter through all of the MLI layers. 
Thermal stability of each layer of insulation under steady state conditions was considered in which the heat flux 
into each node in the system must equal the heat flux out of that node. Since the MLI is in vacuum so the modes of 
heat transfer are by conduction and radiation. Predictions of the oblique impact model and its effects on the 
multilayer insulation were discussed and evaluated. This model can be used as a complementary tool in designing 
a protective structure to prevent such damages and enhance the spacecraft survivability in deep space.  
 

1 Introduction 

 The existence of orbital debris and its evolution in space is the main concern of all space agencies due 
to its impact on spacecraft structures. The impacts of these particles can damage flight-critical systems, 
sensitive electronic equipment, and space structures and possibly lead to catastrophic spacecraft failure. 
Further creation of many more fragments will be created which can be additional threats to other 
spacecraft in other orbits.  A significant design consideration must take into account the effect of such 
impacts in the development of earth-orbiting spacecraft. Many researches have been devoted in 
developing protective shielding systems for spacecrafts and space structures as a means of reducing 



such severe damages especially to the flight-critical components (Thomas K., and et al, 2004, Atwell 
W., and et al, 2004, Pippin, G., 2003, Christiansen, E., and et al., 1999, Schonberg, W., and Ebrahim, 
A., 1999, Taylor E., and et. al, and Tanaka M., and Moritaka Y., 2004). For unmanned spacecraft, the 
primary shielding system is provided by the structural subsystem (typically a honeycomb) and the 
thermal subsystem (multilayer insulation) as indicated by many investigators (Turner R., and et al. and 
Turner R. and Taylor E., 2001). For surfaces under radiation effects, the honeycomb is typically 
covered by silverised Teflon tap.  

  Numerous investigations have been performed to study the effectiveness of multi-wall structures in 
reducing the damage threat of high speed debris (Schonberg W., and Taylor R., 1990, Schonberg W., 
1990, and Schonberg W., and Yang F., 1993). Dual-wall surfaces have proven to provide significant 
protection against perforation by hypervelocity projectiles. Normal impact as well oblique impact 
phenomena were implemented by many investigators (Schonberg W., and Mohamed E., 1999, Gehring 
J., 1970, and Schonberg W., 1989). However, vast majority of tests were performed under normal 
impact conditions. Recent experimental investigations of high-speed oblique impact have shown that 
the response of a dual-wall structure is significantly different in its response as compared to a normal 
impact phenomenon. Additionally, an oblique impact can produce two inward clouds and a tremendous 
amount of ricochet particles (outward cloud) that could severely damage the external instrumentations 
carried by the spacecraft. Therefore, oblique impact must be considered during the design stage of a 
spacecraft structure.    

Predicting impact damage associated with hypervelocity orbital debris is a difficult task especially in 
Earth orbit because of the widely varying conditions of the particles involved. Many analytical models 
have been developed to predict the response of thin plates to normal and oblique impact phenomena. 
However, many of these models were developed for relative low impact velocities that are not 
applicable to hypervelocity impact phenomena. In addition, estimation and analysis of impact damage 
on space station wall structure using neural networks was implemented by Guleyupoglu and smith 
(Glueyupoglu S., and Smith R., 1995)]. They derived a set of measures using three-layer 
backpropagation networks.  Two sets of impact damage data were trained. The input parameters for 
training were pressure, wall thickness, bumper plate thickness, projectile diameter, impact angle, and 
the projectile velocity. While the output from the neural network consisted of hole dimension for the 
bumper and the pressure wall, and damage to MLI.  

Several researchers and organization such as NASA Johnston Space Center (JSC) and Russian Space 
Agency (RSA) investigated the feasible methods of cleaning the debris from the Earth-orbit and the 
associated costs with such methods (Petro A., and Talent D., 1989, and Petro A., and Ashley H., 1989) 
while others studied the probability of impact damage to spacecraft McCormick B., 1989). Kline, 
McCaffrey and Stein (Kline R, and et. Al, 1985) suggested possible altitude to the space station not only 
to minimize the impact damage probability but also minimize the drag and the radiation effects.    

Obviously, Space is a hostile thermal environment Thermal instability may exist due to severe solar 
heat flux. Failure criteria can differ significantly from one location to another on the space vehicle even 
when the thermal protection system (TPS) material is the same due to thermal effects and mechanical 
loads encountered by different areas of the spacecraft during mission. To avoid large excursions of 
temperature, any spacecraft requires some form of thermal insulation. The specification and the 
characteristics of the required thermal insulation are a function of the spacecraft mission. MLI is mainly 
used to protect electronic equipment against solar heat radiation. Therefore, it is necessary to investigate 
thermal effects associated with HVI damage to the space station MLI. The purpose of this study is to 



develop a microcomputer-based design model to approximately predict the thermal effects associated 
with HVI damage to the MLI of a space station.  

 
 

2   Problem Description 
 

In 1971, Multilayer insulation was first considered as an effective protection shield for interplanetary 
missions (Howard J., 1969)].  The most accepted configuration for the protection of the pressure wall of 
a spacecraft or a Space Station involves the use of one or more “sacrificial” bumper layers. This design 
was first suggested by Whipple (Whipple F., 1947)] and has been adopted by Boeing Aerospace and 
Electronics. Figure 1 shows the Whipple style of spacecraft pressure wall design that is subjected to 
oblique impact. In this design, a single bumper layer is placed 100 mm far from the pressure wall.  
Thirty multilayer insulation of double aluminized Mylar/Dacron netting are located between the bumper 
and the pressure wall. The bumper layer of the multi-wall structure in intended to protect the pressure 
wall against perforation by disintegrating or ideally vaporizes any impact orbital debris into several 
debris clouds. However, three debris clouds are typically formed. Two of them, the normal and in-line 
debris clouds, travel inward towards the pressure wall. While the third debris cloud, the ricochet debris 
clouds, travels backward, away from the multilayer insulation. It is hypothesized that the normal clouds 
contain mainly bumper fragments while the in-line debris clouds could contain mainly projectile 
fragments. Therefore, three center-of-mass trajectories are associated with the impact damage. Thus, 
this bumper and MLI in turn insulate the interior of the spacecraft from the cold space environment and 
reduce the probability of impact damage to the pressure wall. Finally, the main aim of this study is to 
develop an integrated model between the oblique hypervelocity impact damage to spacecraft and the 
thermal effects associated with this damage. This include the bumper hole minimum and maximum 
diameters, multilayer insulation hole diameter, the pressure wall average hole diameter, nodal 
temperatures of the pressure wall,  steady state nodal temperatures of each layer of MLI and the bumper 
layer, and the amount of water-vapor condensate as the pressure wall temperature drops below the dew 
point.  This condensation could have a hazard effect on electronic equipment on the spacecraft. In this 
analysis, conservation of mass, momentum, and energy are implemented.    
  

3  Damage Equations 

Empirical functions were developed and used by many investigators such as Schonberg and Williamsen 
(Schonberg W., and Williamson J., 1997)  to predict the damage in bumper, MLI, and the pressure wall.  
For Bumper, MLI, and pressure wall hole diameters can be predicted in the following nondimensional 
forms: 

 
 

3.1     Bumper Hole Minimum and Maximum Diameters 
 

The maximum and minimum diameters of the hole can be calculated based on the following equations: 
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3. 2   MLI Hole Diameter 
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where MLID is the average diameter of the hole in the MLI. 
 
 

3. 3   Pressure Wall Effective Hole Diameter: 
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where pwD  is the effective pressure wall hole diameter. 
In Eqs. (1-4), φ,, pp DV are the velocity, diameter, obliquity of the impacting projectile, while sV , and 

231 ,...., KK are the speed of sound in the bumper material and function coefficients; respectively. 
The coefficients constants were determined using an optimization technique to minimize the errors 

and match the experimental results as indicated by Guleyupoglu and smith (Guleyupoglu S., and Smith 
R, 1995).  

 
4.   Thermal Analysis 

 
A computer-based model was developed to predict the thermal behavior of the impact damage of MLI. 
This model was based on the assumption of MLI axial symmetry. A finite difference scheme was used 
to discretize the multilayer insulation. The model uses the same number of nodes in each layer. A 
maximum number of nodes per layer can be obtained to obtain accurate results through refinement. The 
advantage of this refinement process is that large node spacing is used to calculate the accurate set of 
nodal temperatures and heat fluxes.  

 



       
 

Figure 1:  Schematic diagram of generic multilayer bumper wall design 
 

The pressure wall, MLI, and the bumper were assumed radially extended to infinity. Additionally, it 
was assumed that all MLI consisted of the same number of layers and no lap joints were present in the 
MLI. It was hypothesized that the damage in the MLI consisted of a circular hole of the same diameter 
through all of the MLI layers. Each layer of the multilayer insulation was modeled with an array of 
nodes.  

A steady state model was developed based on the amount of heat flux entered each node must equal 
the heat flux exited from the node. Since the MLI is located between the bumper and the pressure wall 
in which vacuum exists, the MLI are subjected to conduction and radiation only and the nodal heat flux 
equations are nonlinear. Basically, the energy equations of the MLI nodes are coupled as well as the 
nodal temperatures. Figure 2 shows the complex pattern of the heat transfer modes in the MLI zone.  

The energy balance on any node on the MLI can be written as: 
 

netoutin qqq
dr
dTtk

dr
Tdtk =−=−− 2

2

                                                                                                        (5) 

 
where k is the thermal conductivity of the MLI, r is the radial position of the node, t is the thickness of 
the MLI,T  is the temperature on the node, inq is the heat flux into the layer at position r  from adjacent 
layers, and outq is the heat flux out of the layer at position r from adjacent layers. 
Equation (5) was discretized using a finite difference approach to calculate the temperature at each node 
of the MLI blanket. For the case of a layer with no hole, axial symmetry dictates that the in-plane radial 
heat flux through the origin )0( =r must be zero. The same technique was also utilized for the MLI 
layers where there was a hole in the insulation in which no radial flux at node 1 because of the existence 
of the free edge.  

In order to treat the outer boundary conditions at the outer edge, the number of layer should be 
identified in addition to the radius of the area to be modeled. An addition layer would be added on the 
outer edge of the modeled area to ensure the symmetry in the matrix of the governing equation.  It was 
assumed that the perturbing effects of the MLI hole at the N-th node have diminished. Therefore, the 
radial heat flux would be neglected and the radial temperature profile is uniform. Thus this boundary 
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can be modeled by setting 1+NN TandT equal to .1−NT  The same scenario would be applicable if the 
boundary of the modeled area was aligned with the outer edge of the pressure wall, the bumper, and the 
MLI blanket.  

Equation (5) that represents the thermal equilibrium at node i-th can be written as: 
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The solution procedure for the nodal temperatures started from the pressure wall plate (first layer) and 
then continued until the nodal temperatures of the bumper plate (final layer). This solution of the nodal 
temperatures was repeated until the temperatures converge within a prescribed tolerance.  
 
Pressure Wall Nodal Heat Flux 
Generally, the pressure wall will interact thermally with the atmosphere inside the spacecraft in which 
the wall will gain or loose heat depending on the wall temperature as compared to the spacecraft 
temperature.. This heat transfer mode can be described at  i-th node as: 
 

      )( ic TThq −= ∞                                                                                                                                (7) 
 
where h is the convective heat transfer coefficient, iT is the temperature of the i-th node on the pressure 
wall, and ∞T is the free stream air temperature inside the spacecraft. The convective heat transfer 
coefficient can be estimated based on an empirical formula that was presented by Özisik [24] and Bejan 
[25]: 
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where L is the distance traveled by the air along the pressure wall before facing any obstruction, and 

∞u is the air stream velocity next to the pressure wall.  
In addition, the pressure wall also radiates heat towards the MLI and into the air stream of the 

spacecraft module. This heat flux was calculated assuming the emissivities of all surfaces were 
constant. At the same time, the pressure wall was subjected to heat flux radiated down form adjacent 
MLI, bumper and space environment if a MLI hole is present. Some of these radiation fluxes were 
absorbed, emitted, and the others were reflected. For energy balance, the model accounts for all types of 
radiation. In case of no hole exists in the MLI, all nodal temperatures of the MLI adjacent to the 
pressure wall will be identical after thermal equilibrium is attained. Therefore, the thermal radiation 
emitted and reflected will be the same for each node in the MLI layer. In addition, neither thermal 
energy from space environment nor the bumper will strike the pressure wall.  

In more general case when the MLI include a hole, thermal radiation emitted from MLI nodes 
adjacent to the pressure wall will be different. The thermal radiation emitted from both the space 
environment and the bumper plate will strike the the pressure wall. Thus, the concept of view factors 
was considered in estimating the total heat flux by radiation. 

 



                                                    
 

Figure 2. Heat transfer modes in MLI zone 
 

Figure 3 shows the total influx to the i-th node of the pressure wall from the adjacent MLI. The heat 
flux from the bumper to the pressure wall through the MLI hole was considered in calculating the 
radiation heat flux. Additionally, the radiation from the space that would pass through the bumper hole 
to the pressure wall was also considered. This incident solar radiation has an average value of 1353 
W/m2. This value of the solar gain would be used if the spacecraft is subjected to the sun. But if the 
spacecraft faces deep space, this solar heat flux will be zero. N average value of 431 W/m2 would be 
used if one side of the spacecraft facing sun and the other in on the dark side.  Figure 4 shows a 
schematic diagram that illustrates the input heat flux from the space environment, bumper plate through 
the MLI hole. 
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Figure 3. Heat Influx from MLI to a Node in a Pressure Wall 
 

 
MLI Nodal Net Heat Flux  

The MLI next to the pressure wall (first MLI) can radiate energy to both the next MLI layer and the 
pressure wall. At the same time, the pressure wall would emit and reflect energy to the MLI. This 
process will be conducted in a reverse manner as shown in Fig. 3. The first MLI will be also subjected 
to emitted and reflected radiated energy form the adjacent MLI. Therefore, the thermal radiation from 
the second MLI layer striking the i-th node of the first MLI layer was assumed to equal the radiation 
emitted from the i-th node of the second MLI layer. In addition, conduction heat transfer from the first 
MLI layer to the second MLI layer was inhibited by the presence of a layer of Dacron netting. Thus, 
this heat flux can be described in the following form: 

   
)( 1,2, iiNNetting TThq −=                                                                                                                           (9) 

 
where Nh  is the effective netting heat transfer coefficient, 2,iT and 1,iT  are the temperature of the i-th 
node in the first and second MLI layers, respectively. The netting heat transfer coefficient was assumed 
the same for all netting layers and equal to 1.0687 W/m2.K. 
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Figure 4: Schematic diagram for the input heat flux from bumper and space environment 
 

 
Bumper Nodal Heat Flux   

The last MLI layer next to the bumper was analyzed as a single layer with the inside surface having 
the emissivity of aluminized layer and the outside layer having the emissivity of the beta cloth layer. In 
addition the thermal conductivity of the layer was assumed equal to the weighted average of the inside 
and outside surfaces. The net heat flux of the combined layer was treated in the same manner as the first 
MLI layer next to the bumper plate. 

The net heat flux to the bumper plate was calculated based on conduction and radiation heat transfer 
modes since no convective heat transfer from the spacecraft to the bumper plate takes place. Thus, 
nodal temperatures were calculated layer by layer starting form the pressure wall and ends with the 
bumper plate. A set of calculation was done globally using an iterative technique until all nodal 
temperatures including the bumper nodal temperatures converge within the prescribed tolerance. A 
refinement method for the mesh was adopted until global convergence of all nodal temperatures was 
obtained.  

       
Condensation Prediction 
Condensation of water vapor from moist air is investigated. The main aim is to predict the condensate 
height for a given temperature distribution on the spacecraft surface. In this analysis, conservation of 
mass, momentum, and energy are solved with the variation of thermophysical properties due to the 
changes in temperature. The height of the condensate was determined based on the radial positions of 
the nods along the pressure wall, the nodal temperatures, the radius of the surface, and the ambient and 
dew point temperatures of the moist air and the velocity of the air over the pressure wall surface.   
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4. Results and Discussion 

Figures 5 to 8 show two case-results of the radial pressure wall temperature distributions and the 
condensate heights that were predicted using the developed computational model. In this model, the 
following data were used: 

Ambient temperature    = 294 K 
Dew point temperature = 288 K 
Coefficient of heat transfer for mist air = 5 W/m2.K 
Radius of the pressure wall = 1 m 
Inlet air velocity = 0.005 m/s. 
 
In the first case, at the MLI hole axis the maximum heat flux is 167.23 W/m2, the temperature is 283 

K, and the condensation height is 0.0185m. It is found that at the temperature increases, the 
condensation height decreases. Finally, the results appear to be physically reasonable. While in the 
second case, the maximum temperature approaches 294 K, and the maximum condensate height is 
0.01084 m. 
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Figure 5: Radial temperature distribution along the pressure wall (case 1) 
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Figure 6: Radial condensate height along the pressure wall (case 1) 
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Figure 7: Radial temperature distribution along the pressure wall (case 2) 
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           Figure 8: Radial condensate height along the pressure wall (case 2) 
 

5. Conclusions 

This paper presents a thermal analysis model that predicts thermal behavior of spacecraft-multilayer 
insulation subjected to hypervelocity impact. This model calculates all temperature distribution along 
the pressure wall, bumper plate, and the MLI layers. Condensate height of water vapor was predicted 
based on the temperature distribution and the environment space temperature. In addition finite 
difference scheme was utilized to discretize the system and thermal stability of each MLI layer of 
insulation was considered. This model can be used as a complementary tool in designing the protective 
shield structure for orbital spacecrafts to prevent hypervelocity impact damage and enhance the 
spacecraft survivability in deep space. Finally, the model can predict the effect of the bumper 
temperature on the hole size under different oblique-impact conditions. 
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Abstract: In this paper, we describe the two conditions so that a complex system, composed 
of several mechatronics machines, may be qualified as a mechatronics system. The first 
condition reflects the aptitude of these machines to work together without the intervention of 
a central decision system of higher hierarchical level. The second reflects their aptitude to 
manage their own behavior and to generate the tasks to be carried out in the context of their 
execution. A self organized holonic control accomplishes these conditions. An example of 
implementation of this approach is presented with the application to a robotized car park. 

1 Introduction 

We can define a mechatronics object as being the result of the integration of elementary 
mechanical and electronic components. The integration means the localized association of 
these components: the mechatronics product is more compact. It implies that the 
mechatronics product seems more complex due to the synergetic tangling of those two 
technologies. In return, it is more effective than a traditional product. In particular, 
electronics brings to the mechanical engineering all the possibilities of intelligent control. 
This intelligent control supports numerous and new functions, such as surveillance, diagnosis, 
communication... 
Can a complex system, composed of several mechatronics machines, be itself described as a 
mechatronics system? Our answer is positive when the component machines are able, in an 
autonomous and coordinated way, to ensure its operation, without the intervention of a 
central supervision, command or management system. We speak then about self organized 
control functions, which are integrated in the intelligent control of each mechatronics 
machine. We will describe a holarchic approach of such a solution, where the control of each 
mechatronics machine can be easily equipped with these two particular functions. The first 
makes it possible to manage the interactions with the other mechatronics machines. The 
second makes it possible to place the capacities of the machine with respect to what the other 
machines can do so that the total system can continue to evolve. 
After having presented the various conceptual proposals for our approach, we will develop an 
example of application. 



2 Self Organized Holonic Control for Mechatronic Complex Systems 

The organization of the decision-making system configures the ability of a complex system 
for being a mechatronics one. 

2.1 Self Organized Holonic Control 

The concept of organization must firstly be specified to define the one of self-organization. A 
production system is organized when each one of its constitutive entities has a completely 
formalized behavior. This behavior only depends on the stimuli coming from external orders 
emitted by a supervisor that manages the coordination. This classical approach of decision-
making is naturally strongly centralized: the supervisor generates at level N+1 the group of 
necessary orders to set in motion the entities of level N. 
 

Level N+1 
 
 

Level N 
 

Figure 1: Centralized organization of the decision-making 
 
In the world project IMS (Intelligent Manufacturing System) (IMS, 1997), the concept of self 
organized system is defined as a "system not-coordinated by outside. The elements are 
endowed with autonomy and carry out tasks together, in interaction and mutual 
comprehension; the sum, or combination, of the individual tasks allows to generate an order, a 
good or a more total service". The concept of self-organization is defined as the process 
during which structures emerge at the collective level (appearance of a structure on the N+1 
scale starting from a dynamics defined on the N scale) starting from a multitude of 
interactions among individuals.  
Three remarks underline the link between autonomy of each decision-making center and its 
aptitude for self-organization.  
Firstly, we must regard the self-organization as a mode of decision-making in real time 
without preliminary estimated organization. Indeed, if there were a previously organization 
(with classical control), there would not need more to be self-organized (with intelligent – or 
mechatronics – control). This implies a temporal horizon of decision-making in a very short 
term, because the events occurring at every moment can involve brutal ruptures of behavior. 
Then, to get an organization, one needs a common goal to these decision-making centers. We 
can get different versions of this organization, according to the machine properties and the 
tasks characteristics that we want to organize. For the tasks to be executed, this is translated 
into terms of synchronization, coordination, cooperation, negotiation and/or generation. A 
holon is a good concept to represent a decision-making center (Koestler, A, 1989). 
The solution finally adopted to make the set of these components operational will be obtained 
by emergence. Indeed, when there is no hierarchy, each component is involved, on the one 
hand in the proposal for solutions, and on the other hand in the evaluation of solutions. The 
most powerful proposal from the point of view of the evaluation criteria is the one to be 
adopted. 
A flat holonic form (Fig 2) largely facilitates its implementation (Bongaerts et al., 2000). 
Indeed, on the one hand, if the self-organization of many entities could be gathered in a 
decision-making center, it would be necessary to put there all the necessary information 
relative to the state of each of the entities. Information flow would be then complex to 



implement, from the point of view of its quantity and reliability. On the other hand, the 
localization of processing on the components themselves, nearest to the necessary 
information, is very interesting, with one communication level. 
We define a self organized holonic control in the following way: the decision system of a set 
of holons {Hi} is structured in a flat form where these holons jointly ensure the decisions 
concerning themselves, without instruction or order coming from the decision-making center 
of higher level and thanks to functional primitives duplicated on each one of them and in 
interaction via a common communication protocol.  
 
   Level N+1 
 

Level  N 
 

Figure 2: Flat holonic form of the decision-making 

This concept of interaction induces the concept of protocol, whose principal function is to 
specify the organization rules, i.e. the set of potential relations between the system 
components. Then, that frames a control structure that can be represented into a physical 
structure and achievable actions by the corresponding equipment. 

2.2 Interaction Protocol between Holons 

This decision-making mechanism, standard functions of each holon, is based on the 
competition of the same participant machines according to a Call For Proposals (CFP) 
launched by an initiator holon. This mechanism is repeated for the execution of each task 
(Broissin, N., 1999). When an initiator holon Hλ has to execute a new task, the task 
organization problem consists in determining the holon which will execute it. This holon Hλ 
broadcasts a Call For Proposals to the others by means of the communication protocol. Each 
participant holon listens to the message and then uses its task generation function to 
determine if it can assign this task to itself. In fact, each holon estimates a performance, 
which depends on common criteria among all participant holons. To estimate this 
performance, each holon has its own task generation function, which simulates and evaluates 
the task, taking its load state into account. The holon Hλ compares the result of this 
simulation with a possible result already released by other participant holons. If its result is 
better than the released one, then the entity releases its result and then commits itself to 
execute the future task, while another entity does not release a better result (example: Fig 3). 
This task assignment process is inspired by the Contract Net Protocol (CNP) (Smith, R.G., 
1980). In classical hierarchical architecture, five basic holons (product, machine, scheduler, 
computing and negotiation) cooperate as equals (Kanchanasevee et al., 1997). In CNP, the 
initiator sends out a Call For Proposals. Each participant reviews CFP’s and bids on the 
feasible ones accordingly. The initiator chooses the best bid and awards the contract to the 
considered participant. Finally, the initiator rejects the other bids. Each initiator thus ensures 
the management of the CFP which it sent, in a temporarily centralized way. 
Compared to this basic operation, we propose several contributions that come to enrich this 
protocol and simplify it. Indeed, the idea is to minimize the number of interactions and 
messages, and to remove any risk of blocking in the case of disturbances in the 
communication system among holons. The CFP is always launched by the initiator for all the 
participants, with a deadline. Each participant listens to all the messages concerning this CFP 
and builds its answer according to the contents of these messages. He answers as soon as he 
can provide an answer, and only if its proposal is better than those already sent on the 



network. If it cannot provide an answer containing a better proposal before the deadline, it 
never answers. At deadline, all participants and the initiator know the participant who has 
won the contract and who must perform the task. 
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Figure 3: Interaction protocol between holons 

The Foundation for Intelligent Physical Agents representation (FIPA, 2002) of this new CNP 
form, called Mechatronics Interaction Protocol (MIP), is shown in Fig 4. 
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Figure 4: FIPA representation on MIP 

If no bid is proposed before the deadline, the CFP must be started again, after, possibly, a 
modification. Every holon can be an initiator or a participant. Several CFPs are 
simultaneously in negotiation, since they correspond to tasks to be carried out in the near 
future on the machines. A holon can be thus simultaneously initiator of a CFP and participant 
of several others. This interaction protocol gives a strong dynamics to the system control. It 
confers to the holon an intelligent behavior with respect to the total operation of the system to 
which it belongs. It is for this reason that we can qualify the holon and its associated machine 
as ' mechatronics '. 
All this decision-making mechanism depends on the capacity of each holon to propose an 
evaluation of its own performance to carry out a task to come. This is the object of our next 
paragraph. 



2.3 Evaluation of local performance by a task generation function 

For each task described in its CFP, the evaluation of each machine performance must hold 
account of the machine possibilities and the task execution conditions. The task generation 
function allows the creation of order programs corresponding to the execution of these tasks. 
These programs can be evaluated. We are thus here intrinsically related to the production 
function of the machine. For each new type of machine, it is thus necessary to make a fine 
analysis of its capacities, in order to obtain a model of its own potentially realizable 
operations. This set constitutes the expertise of the machine in the form of parameterized 
operations. These operations models are founded on a technological decomposition of the 
production tasks and their environment, associated with automatic generation algorithms of 
chronologic actions and elementary trajectories. If the knowledge related to these two aspects 
may be formalized, then any mechatronics machine with these characteristics can be 
equipped with a task generation function. 
This task generation function is requested twice. The first request is started by the interaction 
protocol module, in order to give an estimate of the performance with respect to a task being 
the object of a CFP. The second request takes place once that the task is definitively assigned 
to the machine, in order to generate the operating sequence which will be actually carried out 
by it.  
When this function is associated with a NC machine tool, associated knowledge concerns the 
metal-cutting. For example, in turning, the expertise can be formalized in an algorithmic form. 
From description of a turning task (Pujo et al., 1996), characteristics of a given NC lathe and 
the state of its tools, the generation of the tool trajectories by the generation function 
associated with this lathe will proceed according to following steps: choice of the conditions 
for catching the piece on the lathe, choice of the tools for each operation, choice of the cutting 
conditions for each operation, generation of the trajectories of tools and translation into a task 
program for Numerical Control (ISO language). These algorithms, traditional in CAM, and 
the associated expertise are described in (Anselmetti, B., 1990). To calculate the obtained 
performance corresponds to calculate the cost of a transformation by machining. It is 
necessary to include the cost of the machining itself (which depends on the hourly cost of the 
machine and the duration of the machining, which itself depends on the continuous paths 
generated, the power of the machine, the cutting conditions selected…), the cost of the tools 
(which wear out), the cost of machine setup (which is in fact the cost of immobilization of the 
resource for a proper configuration), the cost of the raw material, and the cost of latencies 
during loading and unloading a piece (Broissin, N., 1999). This performance is thus used as a 
comparison indicator of the various lathes in a robotized turning cell.  
When the generation function of the tasks to be carried out on a machine is function of the 
current or foreseen tasks on the other machines, it is necessary to take into account the 
evolution context of the system as a whole. The task generation is carried out according to the 
present state of each machine and their foreseen tasks in the short term. That is the case when 
we encounter problems of potential collisions among machines: AGV control problems 
(Broissin et al., 1996) or automated transit rail hub. We will meet this type of generation 
function in the following example. 

3 Application Case: a Robotized Cars Park 

The various concepts which we have just presented have to be tested and validated before an 
implementation on real systems. With that goal, we develop next the simulation model based 
on the example of a robotized cars park. 



3.1 Presentation of a Robotized Cars Park 

In the heart of the great urban centers, there are few sites to establish car parks. Moreover, the 
traditional car parks, where the driver leads his vehicle to the parking place, potentially 
generate insecurity: robbery, aggression… 
An answer can come from the establishment of robotized car parks in the town centers, where 
the users do not get in and that to equal volume, can store up to twice more vehicles (the 
places are narrower, the floors are smaller and the circulation spaces occupy fewer surfaces). 
The architecture of this type of car park is structured around central circulation alleys for 
mobile robots (Fig 5). On both sides of these alleys there are storage sections, organized in 
places which can contain one vehicle each. On the same floor, the storage section is composed 
by two lines of places. Several planes of storage may be superposed, in the air (building) 
and/or invisible (underground car park). The access to each place is done thanks to a mobile 
robot, transporting the car according to direction X and circulating between the two lines of 
places. The passage from one floor to another is done thanks to elevators (direction Z) at each 
end of the alleys.  
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Figure 5: Schematic View of Robotized Cars Park 

Input/Output compartments are located at the street level and allow the loading and the 
unloading of the mobile robots, i.e. the deposit and the recovery of the vehicles by their users. 
Each mobile robot must provide the following functions: 
- to travel in the alleys, to be able to position themselves in front of the places and to get 

in/out the elevator robots, 
- to take or leave a vehicle in a place or an I/O compartment, independently of the 

dimensions and other characteristics. 
A mobile robot, then, consists of two parts. A carrier ensures circulation in the alleys and the 
access to the elevators (movement according to axis X). This last allows the fine positioning 
of a unit 'shuttle & vehicle ' opposite the parking places (Fig 6). A shuttle ensures the gripping 
of the vehicle and can be detached from the carrier to get in the places and to take or leave the 
vehicle there (movement according to the axis y). 



Figure 6: Mobile Robot, facing two places 

The shuttle circulates on the carrier and in the places. It passes under the vehicle to seize it by 
its wheels. It is telescopic to adapt to the distance between the axles of the vehicle. 
To arrive to this result, the on-board technology in each mobile robot (MRi) is highly 
complex and integrated. The other machines (Elevator Robots (ERk) and Input/Output 
Compartments (IOCz)) can also be regarded as mechatronics machines. Our contribution 
consists in equipping them with all the sufficient autonomy so that they do not require a 
central command system, and that the complete car park may be considered as a 
mechatronics system. 
To do so, there will be a communicating computing unit on each machine that will support 
the holon algorithms: the interaction protocol and the task generation function. It is the latter 
that will be described next. We will focus on the operation of the mobile robots, which is the 
most complex. 

3.2 Mobile Robot Task Generation 

Each MR has to generate its trajectories alone. For that, it has a data structure representing 
the car park. It knows also the last known position of the other machines, and their estimated 
movement plan for the current tasks. At time t when it receives the CFP, it has to look for the 
best possible path. It thus has to be in front of the starting point at the good moment and then 
it has to reach the arrival point as quickly as possible, to be available again for a new mission. 
The particular architecture of the car park (an elevator at each end of the alleys) makes the 
number of possible paths not too high. Unfortunately, these paths are also occupied by other 
mobile robots, which constitute mobile obstacles to avoid. However, these obstacles are 
temporary, and it can thus be advisable for the MR to stop waiting for them to disappear. 
Afterwards, these paths go by the elevator robots, which require again synchronization and 
waiting. The path taken by the MR must thus be associated to its temporal component to 
build the MR trajectory. The selected trajectory will be the one with the earliest completion 
date. 
For each segment of the path, the initial occupation appears, and therefore the non availability 
of the segments, as a function of time. This path is analyzed in the plane (x,z), with 
remarkable positions of the MR, facing the parking places. We will note pk,i this position, 
with k the number of the floor and i the index of the corresponding place. 
Let us take the example, Fig 7, of the task associated to a car parking. The parking takes 
place in an input compartment located in position p1,4. A free place was reserved in position 
p5,12. The task generation thus consists in finding the best trajectory to go from position p1,4 to 
position p5,12, taking into account the above mentioned constraints. We notice that the 5th 
floor is already occupied by the MRα, who arrives in the left elevator, it joins position p5,12 to 
leave a vehicle, then moves towards position p5,8 to take a vehicle and take it towards the 
right elevator to, finally, go down again towards the output compartment. 



To answer the CFP, the MRα holon has several solutions to evaluate: going by the left 
elevator, going by the right elevator or combining both while crossing an intermediate floor. 
There may also be obstacles on all the possible paths and the task may become impossible for 
it. We will examine only the first solution.  
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Figure 7: Schematic View of MR trajectories 

 
MRλ leaves position p1,4 and moves towards the left elevator (position p1,1). There, it waits for 
the arrival of the elevator which must be free. For that, it already checked, by a CFP, the 
availability of the elevators. Once in the elevator, it is brought to the 5th floor, where it gets 
out (position p5,1). 
From there, it arrives to the waiting position p5,4, so that MRα completes its operations. As 
soon as MRα releases the path, MRλ follows it by keeping an anti-collision safety distance 
with it. 
Finally, the finishing time of this solution is easy to evaluate. It constitutes the performance 
of this solution. Each MR will test and evaluate all the solutions relating to it, and will retain 
the best. It will compare then, via the interaction protocol, this performance with those 
obtained by the other MR. The most efficient MR will be retained. 

3.3 HLA Simulation for MIP Control Validation 

For rapidly implementing a flat holonic form, we have used the HLA framework (IEEE 
P1516; IEEE P1516.1; IEEE P1516.2) that is the standard for distributed systems simulation. 



The High Level Architecture (HLA) is a software architecture for creating computer 
simulations out of component simulations. The HLA provides a general framework within 
which simulation developers can structure and describe their simulation applications.  
The HLA was developed by the Defense Modeling and Simulation Office (DMSO) of the 
Department of Defense (DoD) to meet the needs of defense-related projects, but it is now 
increasingly being used in other application areas. Examples of non-military applications that 
have already used the HLA are traffic simulations and factory production line simulations. 
We can consider a complex simulation as a hierarchy of components of increasing levels of 
aggregation. At the lowest level is the model of a system component. This may be a 
mathematical model, a discrete-event queuing model, a rule-based model, etc. The model is 
implemented in software to produce a simulation. When this simulation is implemented as 
part of an HLA-compliant simulation, it is referred to as a federate. HLA simulations are 
made up of a number of HLA federates and are called federations. 
The HLA consists of three components: HLA rules, interface specification and Object Model 
Template (OMT). 
At the highest level, the HLA consists of a set of ten HLA rules which must be obeyed if a 
federate or federation is to be regarded as HLA-compliant. The HLA rules are divided into 
two groups consisting of five rules for HLA federations and five rules for HLA federates. 
The interface specification defines the functional interfaces between federates and the 
runtime infrastructure (RTI). The RTI is software that conforms to the specification but is not 
itself part of the specification. It provides the software services, which are necessary to 
support an HLA-compliant simulation.  
The interface specification identifies how federates will interact with the federation and, 
ultimately, with one another (Fig 8). 
Reusability and interoperability require that all objects and interactions managed by a 
federate and visible outside the federate should be specified in detail with a common format.  
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Figure 8: HLA structure 

The Object Model Template (OMT) provides a standard for documenting HLA Object Model 
information. In our simulation environment, every holon is a federate. There are also mobile 
robot federates, elevator federates and input/output compartment federates. This allows 
correctly directing the CFP to the correct participants. All these federates communicate with 
each other via the RTI, over the common interface base provided the interaction protocol. 



3.4 Realization 

Practically, a PC network allows, then, to test and validate our flat holonic form. Once the 
algorithms validated, it is necessary, of course, to implement them on the on-board hardware 
of the machines. What is important to remark is that either by simulation or on-board, the 
algorithms will remain the same. 
Fig 9 shows an UML Sequence Diagram example, for the following situation: A mobile robot 
going from the input/output compartment in the same floor to a place in a different floor. 
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Figure 9: Sequence diagram 

The steps presented in this sequence diagram are: 
1. The client leaves his car in the I/O compartment. 
2. The client presses on the desk key at the I/O compartment, for his car being taken care by 

the automated car park, the desk prints his park ticket. 
3. A CFP for car parking is then generated. 
4. This CFP is sent via the RTI to all the mobile robots in the park. 
5. The input door of the compartment is then closed and the light turns to red, to indicate that 

the car is being taken care. 
6. The output door of the compartment opens to allow the mobile robot load the car to park. 
As long as the CFP negotiation delay is not finished 
7. Every mobile robot calls for its performance module to compute the trajectory and 

performance for the CFP that it is taking over. 
8. If the computed performance is better than the one that is booked at that moment, then this 

mobile robot will be pre-assigned the task and it will also pre-engage the segments of the 
pre-assigned trajectory. 



9. The mobile robot that has been pre-assigned the CFP will inform all the others the new 
performance and the CFP pre-assignment. 

CFP negotiation time over 
10. Once the CFP negotiation time is over, that mobile robot effectively engages on the 

task.  
11. The mobile robot engages the set of segments that constitute its trajectory. 
12. The mobile robot moves horizontally up to the I/O compartment. 
13. The mobile robot loads the car that is in the I/O compartment. 
14. The output door of the compartment closes, the input door of the compartment opens, 

the light turns to green. 
Since the mobile robot is not at the same floor of the parking place, it has to engage an 
elevator robot 
15. The mobile robot asks the elevator robot to come and search it at the floor where he is 

at that moment. 
16. The elevator robot indicates its arrival to the mobile robot. 
17. The mobile robot loads into the elevator robot. 
18. The elevator robot, loaded with the mobile robot, goes up or down, to the 

corresponding floor. 
19. The elevator robot reaches the floor where there is the parking place. 
20. The elevator robot unloads the mobile robot. 
21. The mobile robot moves to the parking place to leave the car. 
 
The evolution of the various robots can be graphically observed via Windows. This interface 
is also useful for manual controlling (vehicle input/output by click on buttons) or automatic 
(choice of the frequencies of input/output, on average and standard deviation) and makes it 
possible to visualize indicators of performance.  

 
Figure 10: Display window of the simulation model 



4 Conclusions 

In this paper, we have seen that we can characterize a complex system of 'mechatronics' when 
we can confer to each one of its components the sufficient decisional capacity, for its own 
behavior and for the collective behavior. This approach allows, without having to implement 
centralized systems for scheduling and trajectory planning, to obtain the optimized 
trajectories, i.e. the shortest possible. This makes it possible to minimize the waiting of 
customers, who have, in this way, a better quality of service. This approach can be applied to 
various applications (Broissin, N., 1999; Pujo et al., 1996; Broissin et al., 1996), that are 
equivalent to systems mechatronics composed of mechatronics machines. This approach 
represents a strong potential on research and development for automated and robotized 
systems. 
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Abstract 
This paper is reporting the creation of the HILS setup to simulate the performance of the 

AUS-UAV system and the ground station.  The paper will give an overview of the integration of 
the Ground Station created using a GUI IDE, the Avionics Unit created using an embedded 
system, integrated with various sensors, and the Simulator created using Simulink/Flight 
Simulator combination.  The simulation will show the ground station and the embedded system 
working cooperatively to guide the UAV through several mission waypoints.12The paper ends 
with the algorithm used to create the path that the UAV will fly over. 
 
 
1. Introduction 
 
 Autonomous aerial vehicles have tremendous appeal due to the fact that they can operate 
with relative autonomy (minimal human intervention).  They have a large number of applications 
for them in the military, civilian, and commercial field.  Some examples of these applications 
include surveillance, tracking an object, crop dusting, or in case of the military, provide air 
support.  This paper is reporting the progress on the work done as part of the continuation of the 
AUS-UAV project [1] and the standalone Ground Station project [2].  The main focus is the 
creation of a working model of a Ground Station with bidirectional communication facility 
between itself and the UAV that allows the user to track the UAV on a map, and also direct the 
UAV to certain destinations by having it follow a set of waypoints (path planning). 
 

Currently the UAV exists with the sensors, embedded system, and the actuators all 
integrated together to create a dynamic flight controller (DFC) capable of maintaining the 
stability of the UAV during flight.  A lateral and longitudinal autopilot also exists as guidance 
controllers.  Missions are currently “hard-coded” into the flight controller.  This is a not an 
efficient mission planning capability since the UAV has to be dismantled every time a new 
mission has to be reprogrammed into the embedded system.  Communication between the user 
and the UAV is facilitated by a text-based interface (TBI) through HyperTerminal, with the 
embedded system providing the text menu.  This method of interaction is not effective as it is 
tedious and slow, and error prone.  Since the embedded system is providing the menu, no flight 
control can occur during the communication process.  The Standalone ground project station was 
a simulation only project with no actual UAV hardware implemented or, and addresses only the 
communication aspect between the simulated UAV and the Ground Station. 
 

To address these shortcomings a GUI based Ground Station has been designed, and a 
trajectory controller with autonomous path planning ability has been integrated with the 
lateral/longitudinal autopilots in the flight controller.  The new interface of the Ground Station 
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will be graphical, and therefore easy and intuitive to use.  The user is spared the need to know 
any low-level flight dynamics, and instead can spend his/her time completing high-level mission 
objectives such as selection of waypoints, and other mission parameters.  The Ground Station 
will allow flexible mission planning capabilities through the dynamic path-planning feature that 
will be incorporated.  A set of waypoints will be translated to a flight path that the UAV will 
follow.  New missions can be entered without the need to reprogram the embedded system 
onboard the UAV.  Building the communication interface in the Ground Station also frees up the 
embedded system on board the UAV, allowing it to provide continuous flight control. 
 
 
2. Flight Path Planning 
 

Path planning in a UAV provides the level of autonomy by having minimal ground 
control.  In an abstract term, path planning involves creating a plan to guide a point-like object 
from its initial position to a destination waypoint.  Along the way, there may be a set of regions 
to visit and a set of regions to avoid.  In addition, the traveling object may have certain motion 
constraints.  Path planning strategy could either be a static or dynamic depending on whether the 
path-planning problem is to create a path in static or dynamic environment [3]. 

 
In [4] a behavioral approach to path planning is considered by creating a set of flying 

modes (or behavior) that will guide the aircraft to its next waypoint.  This approach works best 
for helicopters, since they have the hover mode.  Behavior includes different flying modes such 
as take off, cruise, turn and landing, which can be used to compose an entire flight path. 

 
In [5] a concurrent constraint programming (CCP) was used as the main tool for the 

design and the implementation of a software path planner.  CCP is a very high level and complex 
heuristic path planner that takes into account obstacle avoidance, shortest and optimum flight 
path, and weighed regions.  Weighed regions are regions with abnormally low or high pressure, 
wind speeds, or any other factor affecting flight. 
 

Most path planning follows an approach where the path planning, trajectory smoothing, 
and flight stability are separated into separate layers [6, 13, 14].  The path planner merely plots a 
series of set points between two waypoints, navigating through obstacles, whereas the trajectory 
controller guides the UAV through a smooth path through those set points.  The stability 
controller runs in the background, and keeps the aircraft stable through flight. 
 

A final issue that needs to be addressed is the position of the aircraft during flight.  The 
GPS unit onboard the UAV receives a position fix once every second.  With a UAV top speed of 
25-30 m/s, the trajectory controller does not get the current GPS coordinates fast enough to guide 
the UAV, therefore the UAV can stray from its path during flight.  To correct this problem the 
UAV needs a faster and an accurate method of determining its position without the need of GPS 
signals.  A dead reckoning navigation system based on the fusion of inexpensive inertial (INS), 
air data, and magnetic sensors to is described in [7].  This GPS/IMU combination is also used in 
[8] to create guidance, navigation, and control (GNC) algorithm. 
 



 As can be seen from above the major part of this project is to create a suitable path for the 
UAV to follow.  This is no mean task, since it requires complex algorithm to generate paths that 
meet all possible constraints place on it.  Several path-planning algorithms exists, among them 
the Dijkstra’s Algorithm [9], which calculates the shortest path, by evaluating all possible paths 
from a point and choosing the shortest path available at that point.  However Dijkstra’s 
Algorithm does not give a global optimum, since the path look ahead is only one point.  [10] 
describe a highly autonomous and flexible guidance system that utilizes onboard flight path 
prediction in combination with numerical optimization routines to guide the vehicle.  For this 
paper, the following algorithms were researched: 
 
- A guidance strategy based on the UAV instantaneous velocity vector, the position vector of 

the target from the UAV, and instantaneous turn rate.  This strategy can steer the UAV from 
a given initial position and heading to a specified destination, in an obstacle free 2-D 
(constant altitude) environment, provided the algorithm is given continuous position and 
heading updates [1, 10].  Since our current goal is to allow the UAV to fly between 
waypoints without changing altitude, this algorithm may be suitable. 
 

- In [11], a technique for planar trajectory is proposed where the trajectory is modeled as a 
planar spline.  The goal is to have the UAV follow a reference trajectory specified by a B-
cubic spline, which is said to be easy to construct using minimal user input and requires 
minimal computation.  The spline is also developed in a constant altitude plane. 
 

- In [12], the trajectory has been created using a “Clothoid” or “Cornu-Spiral” algorithm.  
Clothoids are arcs whose curvature increases with arc length.  The justifications for using 
Clothoids were low computation time, and the fact that objects moving in a straight line (zero 
curvature) cannot instantaneously enter into an arc with a certain curvature. 
 

- In [13, 14], a κ -trajectory is used to join to straight-line segments to provide a dynamically 
feasible path for the UAV. 
 

- In [15], a sinusoidal path was developed for the UAV to track, if the UAV response is fast, or 
if the waypoint is far compared to current UAV position.  This ensures the shortest possible 
path and therefore saves a lot in terms of fuel consumption.  A surveillance algorithm in the 
form of a rose curve, shaped like an ‘8’ is also described.  This is useful since a plane, unlike 
a helicopter cannot hover over a position indefinitely. 

 
 
3. HILS Simulator Setup of UAV System 
 

Figure 1 below shows the setup of the hardware in the loop simulator that is used to test 
the functionality of the Ground Station, and the trajectory controller, autopilot and flight 
controller implemented in Avionics Unit’s embedded system.  This simulator models an actual 
UAV in flight performing a mission.  Mission consists of a set of waypoints that the UAV must 
fly over in sequence.  There are four components to the setup: 

 



- Ground Station:  This unit will display the status of the UAV to the user using various 
graphics and text based objects.  The Ground Station will also allow the user to select 
waypoints and enter other mission commands.  The Ground Station should allow the user to 
plan mission, by displaying the path taken by the UAV for a given set of waypoints. 

 
- Avionics Unit: This unit is placed onboard the UAV and is responsible for taking various 

flight parameter measurements.  The embedded system in it is also responsible for 
maintaining flight stability, and guiding the UAV on its mission. 

 
- Simulink Model: This unit contains the mathematical model of all the sensors, actuators, and 

engines onboard the UAV.  Simulink also contains the atmospheric, earth, and flight dynamic 
models.  Basically the Simulink model will simulate the actual UAV in flight, and will 
respond based on the actuator commands (PWM signals) from the Avionics Unit [1]. 

 
- Flight Simulator:  This unit is there to show the user a visual representation of the UAV in 

flight [2]. 
 

Figure 1: The HILS setup of the Ground Station and Avionics Unit 
 



The user will select waypoints in the Ground Station, generate a path, verify that the path 
is suitable, and then start the mission, which will be the start of the simulation.  During the 
simulation, the Ground Station will communicate the waypoints to the embedded system in the 
Avionics Unit via an RF transceiver.  The trajectory controller will utilize these waypoints to 
guide the ‘UAV’ that is modeled by Simulink. 
 

The Simulink model will communicate the simulated sensor data to the Avionics Unit via 
the digital to analog converter of the dSpace kit.  The flight controller programmed in the 
embedded system will utilize these data to generate control signals to stabilize the aircraft.  The 
control signals are servomotor commands generated using Pulse Width Modulation.  These 
PWM signals are input to Simulink via the digital input port of the dSpace kit.  The Simulink 
will run these PWM signals through its servomotor model, and then simulate the motion, 
position, heading, and orientation of the UAV.  Heading (Compass) and position (GPS) 
information are input back to the embedded system via the serial port in the dSpace kit using RS-
232. 

 
The trajectory controller programmed in the embedded system will use the heading and 

GPS location data to guide the UAV to its next waypoint.  In the same time the embedded 
system in the Avionics Unit will communicate the sensor data to the Ground Station via RF 
transceiver.  The Ground Station will utilize these data to display the position of the UAV on the 
map, the heading and orientation in the compass and artificial horizon respectively.  The user can 
verify if the UAV tracks the generated path on the map, and can utilize this information to tune 
the path algorithm.  The flight simulator will show visually the orientation of the UAV.  The 
orientation data will be transmitted to the flight simulator program by Simulink via the Ethernet 
port. 

 
 
4. Ground Station Design 
 
 Ground stations are very important to monitor the state of flying objects such as satellites, 
missiles, and aeroplanes to name a few.  For an UAV, the Ground Station provides important 
information such as pitch, roll, yaw, angle of slip, and angle of attack.  The Ground Station also 
provides information regarding heading, location, altitude, and velocity.  Very often, it is not 
possible to track an UAV in flight visually if it is far away; therefore, a Ground Station can be 
both valuable for the user and the UAV.  A passive Ground Station merely monitors the UAV, 
but an active Ground Station should also be able to direct and guide the UAV through its 
mission, such as surveillance, path planning, calibration, and other functions. 
 
 Figure 2 below shows the layout of the Ground Station designed using Visual C++ 6.0.  
This is a graphical user interface that provides the user with easy to understand visual data about 
the status of the UAV.  The map on the top center of the display shows the location of the UAV 
on the map of a given area.  The flight instrument panels to the lower right and left of the screen 
show the UAV airspeed, altitude, heading, and orientation respectively.  The textual display in 
the lower middle portion displays other information such as battery power level, fuel level and 
other information, which will not be a part of this simulation. 
 



 The most important part of the Ground Station is the ability to plan missions.  The user 
can select the waypoints in the map, which will be converted to GPS coordinates, and then 
transmitted to the Ground Station via the serial interface.  Once the waypoints (a maximum of 
five for the purpose of this simulation) are selected, the user can have the Ground Station 
generate the approximate path the UAV will take during flight.  During the actual mission the 
user can ascertain how well the UAV tracks the given path. 
 
Note that the Ground Station will only communicate the waypoints to the Avionics Unit, not the 
entire path.  The Avionics Unit will run a similar algorithm as the Ground Station to guide the 
UAV to the next waypoint.  The path generated by the Ground Station is constrained by the 
physical limitations of the UAV.  Therefore the user is not shown any path that will be 
impossible for the UAV to track.  For this simulation the path will consist of straight lines and 
circles, which the UAV can execute properly.  There will be no obstacles for the UAV to 
navigate through. 
 

Figure 2: Framework of the Ground Station GUI display 
 
 
 
 



5. Avionics Unit 
 

The Avionics Unit consists of various sensors, and actuators integrated together with the 
embedded system.  The embedded system consists of two 16-bit Motorola 68HC12 
microcontrollers running at 24 MHz. The sensors used are three (x, y, z) rate gyros to provide 
rate of turn (such as yaw) of UAV, three (x, y, z) accelerometer to provide information about the 
forces acting on the UAV, absolute pressure sensor to provide altitude of UAV, gauge pressure 
sensor to provide air velocity of UAV, tilt sensor to provide pitch and roll angle of UAV, angle 
of attack sensor, compass providing heading of UAV, and GPS providing location of UAV.  The 
flight controller program in the embedded system uses this information to keep the UAV stable 
by generating PWM signals to actuate the servomotor.   
 
 There are also two autopilots implemented in the embedded system: the lateral and 
longitudinal autopilot.  The longitudinal autopilot stabilizes the UAV at a given altitude, or 
controls the rate of climb of the UAV.  The longitudinal autopilot on the other hand stabilizes the 
UAV in a given heading or controls the rate of turn of the UAV.  These autopilots run in parallel 
to achieve a three dimensional maneuver of the UAV.  For the purpose of the simulation the 
altitude will be kept constant, while the UAV completes a mission.   
 

Therefore the trajectory controller implemented in the embedded system will utilize the 
lateral autopilot to have the UAV either move in a straight line or turn in a circular path 
depending on the best method to reach the next waypoint.  For this simulation, the sensor bank 
will be dismantled from the embedded system, and instead Simulink will provide the simulated 
sensor information. 
 
 
6. Simulink and Flight Simulator 

 
 The Simulink model is implemented using the Aerosim Blockset version 2.8.  Figure 3 
shows the implementation below.  The model takes as input the PWM signals as servomotor 
command.  The model outputs the various sensor data that are simulated, including analog data 
from gyros, accelerometers, tilt sensors, compass, and GPS sensor 
 

These sensor values are simulated using aerodynamic the model of the TRI-60 UAV, the 
propulsion model of the engine, the atmospheric and earth model, and a model that solves the 
equations of motion.  The servo inputs signals are PWM signals generated by the embedded 
system of the Avionics Unit.  Simulink simulates the behavior of the UAV given the servo-
commands.  Simulink outputs this information back to the embedded system in the Avionics 
Unit as sensor information.  Gyro, accelerometer, tilt, speed, and height information are output as 
analog signals, while the heading and position information is output serially as RS-232.  This 
ensures that the outputs conform to the actual sensor outputs. 
  
 Simulink also output the speed, tilt, position, and heading information via the Ethernet 
port to flight simulator program.  Based on this information, the flight simulator visually 
represents the UAV orientation in flight. 



 
Figure 3: The Simulink model of the TRI-60 UAV implemented using Aerosim Blockset 

 
 
7. Path Algorithm and Constraints 
 
 The path-planning algorithm must take into account the physical constraints of the UAV.  
Among these are: the top speed, the minimum flying radius, the stall speed, and the maximum 
bank angle to name a few.  Equation 1 shows the minimum radius R, at which the UAV can fly 
at a given speed V, and bank angleφ . 

φtan*

2

g
VR =    (1) 



Equation 2 shows the minimum speed at which the UAV can fly when banked at an angleφ . 

φρ cos***
*2
SC
WV

L
STALL =   (2) 

Where W = total weight of the UAV, ρ  = air density, CL = lift factor, S = surface area of the 
wings. 
 

The other constraint is that the UAV must fly at least 1.25 times its stall speed for safety 
reasons, and also the UAV should fly at 80% of its maximum speed to prevent the engine from 
overheating.   

 

          
Figure 4: Plot of stall speed vs. bank angle          Figure 5: Plot of flying radii vs. bank angle 
 

Figure 4 and 5 above shows the plots of stall speed and flying radius at various bank 
angles for our UAV.  Since the maximum speed of the UAV is 25m/s, a speed of 20m/s is 
maintained during flight.  At that speed, the maximum bank angle is 40 degrees, taking into 
account that the UAV is flying 1.25 times the stall speed (16m/s).  Using that speed the 
minimum-flying radius is 45m.  The path algorithm must ensure that a path do not have a radius 
of less than 45 meters. 
 

Using the constraints above, the kinematic model of the aircraft can be defined as: 
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=
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Where and are the change in position given a turn rate of u. U must be smaller or equal to the 
maximum turn rate M, which is given by: 

.
x

.
y

V
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W
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 Where n = load factor of the UAV, L = total lift, and W = weight of UAV. 
 



The path algorithm followed here is three-step process.  It consists of straight lines and 
circular curves in each leg of the UAV mission.  The UAV will approach a waypoint following a 
straight line, upon which it will execute one of the three maneuvers: 
 

- If the next waypoint is within ± 20 degrees of the UAV current heading, it will bank 
slightly to the required heading and follow a straight line to the next waypoint. 

- If the next waypoint is more than 20 degrees of the UAV current heading, the UAV will 
fly a circular curve until it faces the next waypoint, and then fly straight to the waypoint.  

 

 
Figure 6: Path taken by UAV when entering a curve.   
 

Figure 6 above shows the decision taken by the path algorithm when turning.  This 
decision is based on the distance from the center of the circular arc to the next waypoint.  The 
center of the circular arc is given by: 

rRWC POSPOS ˆ*+=   (5) 
Where Wpos is the position of the waypoint where the turn is taken (waypoint 2), Cpos is the 
position of the center of the circular arc, and r̂ is the direction vector of the center of the circular 
arc from Wpos.  If the direction vector of the current path is given by  then: jbia ˆˆ+

jaibr ˆˆ
1̂ −= or  (6) jaibr ˆˆ

2̂ +−=
 
The distance between the centers of the two circular arcs and the next waypoint 

(waypoint3) is found (Hyp1 and Hyp2).  As can be seen in Case 1, the UAV will fly over the 
circular arc whose center is nearer to the next waypoint.  On the other hand, if the distance 
between the center of the circular arc and the next waypoint is smaller than R (Case 2), then the 
UAV will fly over the circular arc whose center is farther from the waypoint.  Whichever way 
the UAV turns, the direction of turn (clockwise or counterclockwise) depends on the cross 
product of the direction vector of the current path and r̂ .  A negative cross product signifies a 
clockwise turn, whereas a positive cross product signifies a counterclockwise turn. 

 
Once the UAV is in a turn, it will iteratively compute the heading from its current 

position in the arc to the next waypoint, and compare this heading with its own current heading.  
The heading between the current position in the arc and the next waypoint is computed by: 

45)(tan 1 +
−
−

= −

CP

CP

xx
yy

H   (7) 



Where Xp, Yp are the coordinates of the next waypoint and Xc, Yc are the instantaneous 
coordinates while flying over the circular arc.  The heading is computed from North in a 
clockwise direction.  The current heading of the UAV is taken from the compass.  If the two 
headings are within ± 1 degree, then the turn is completed and the UAV flies straight to the next 
waypoint.  This algorithm, although providing a minimum flying path, has the constraint that the 
UAV heading when it reaches the next waypoint cannot be controlled. 
 
 
8. Conclusions and Future Work 
 
 The setup presented in this paper is merely a simulation that tests the functionality of the 
actual hardware including the Ground Station and the embedded system in Avionics Unit.  The 
work described in this paper is part of a larger project with the aim of flying the UAV 
autonomously through several mission waypoints and monitoring its progress in the Ground 
Station.  The path algorithm given in this paper bring the UAV to the next waypoint while flying 
over minimum distance, but the heading of the UAV when it reaches the next waypoint cannot 
be controlled.  There may exist situation where it is imperative not only to fly the UAV over a 
certain waypoint, but also to fly pointing towards a given heading.  Another area where future 
contributions can take place is to recreate this algorithm to fly the UAV in a three-dimensional 
space, since currently the altitude is kept constant. 
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Abstract 

To further advance the capabilities of the localized electro-deposition (LED) technology for 
the fabrication of micro-structures, this work presents the utilization of a synchronized linear 
displacement of the deposition electrode to allow the fabrication of axially-symmetric high-
aspect-ratio micro-structures with controllable cross sectional geometries and dimensions. 
The proposed synchronized electrode positioning was implemented using continuous and 
stepping displacement algorithms. The continuous electrode displacement algorithm allows 
deposition at all points along the structure boundary while the electrode is in motion. The 
deposition current is continually monitored while the electrode lateral displacement is 
maintained at a specified speed along the geometrical trajectory. Electrode withdrawal in the 
vertical direction is triggered upon sufficient deposition at all points along the trajectory. In 
the stepping displacement algorithm, however, the electrode is moved from a point on the 
lateral trajectory to a neighboring location only upon sufficient deposition at the current 
location. Once enough deposition occurs at all points along the trajectory, the electrode is 
withdrawn in the vertical direction. Deposition Comparison between both algorithms is 
extracted from SEM images in terms of deposit characteristics and required deposition time. 

 

1 Introduction 

Although was introduced only a decade ago (Hunter, I.W., 1997) localized electro-deposition 
(LED) has a great potential to provide solutions to the various challenges (Smith, H.I., 1990 and 
Havemann, R.H., 2001) facing currently adopted fabrication technologies (Van Dyke, L.S., 1992, 
Reynarts, D., 1997, Dizon, R., 1993, Sun, X.-O., 1996, Wallenberger, F.T., 1994, Madiu, M.J., 
1997, Ikuta, K., 1998, and Kikuchi, T., 2003). The ability of LED to localize an electrolysis reaction 
(El-Giar, E.M., 1997), that results in material deposition at a miniature spot determined by the size of 
an electrode-tip, provides great hopes for controlled fabrication at the sub-micrometer and 
nanometer scales. Utilizing micromachined probes with ultra sharp tips (Madden, J.D., 1996), such 
as those used in various types of scanning probe microscopy, micro-fabrication by LED would 
overcome fundamental limits facing lithography-based and pattern transfer techniques (Rai-
Choudhury, P., 1997 and Timp, G., 1999). Moreover, the tip directed deposition in LED allows 
selective growth of structures, an issue that is still a serious barrier for the utilization of the newly 



 

developed and promising techniques of nanotubes and nanowires (Wildoer, J.W.G., 1998 and 
Odom, T.W., 1998). 

In addition to the technical and economical advantages that are characteristics to the electroplating 
technology (Durney, L.J., 1984) LED as a mask less process (Bard, A.J., 1990) can contribute to 
achieve shorter development times with a better economical return when considering post processing 
and rapid prototyping applications (Dean, R.N., 2000). Achievable deposition rates are several µm/s 
and can reach greater than 30 µm/s with the aid of a jet mechanism (Gelchniski, M.H., 1985). 
Although most demonstration of LED involved the deposition of metallic structures, LED is 
applicable to various materials without limitations on the type, size, or thickness of both the substrate 
or the deposited material (Paunovic, M., 1998). Above all, one of the most important features of 
LED is its ability to produce high aspect ratio structures (El-Giar, E.M., 2000). 

The first demonstration of the LED technique (Madden, J.D., 1996) has attracted attention and 
became the focus of several efforts that contributed to its development. Some of the invested 
development efforts focused on investigating the effect of different parameters of the LED process on 
the deposition rate and characteristics of deposited structures. Among the investigated parameters 
are the applied electrode potential and electrolyte concentration (El-Giar, E.M., 2000), the presence 
of organic additives in the electrolyte (Jansson, A., 2000), the effect of insulation material surrounding 
the electrode tip (Said, R.A., 2001, II), the use of non-conducting substrates (Heb, C., 1997), and 
the utilization of glass micropipettes in replacement of the conducting tip (Muller, A.D., 2000). Other 
efforts have investigated the utilization of mechanical methods, to enhance deposit characteristics and 
resolution, including: the utilization of rotor electrode (Yeo, S.H., 2001) which creates a uniform 
deposition field to overcome defects in the electrode tip, and the use of ultrasound vibrations during 
deposition (Yeo, S.H., 2002) to enable the regular removal of air bubbles which result during 
deposition and often block deposition growth. Further development efforts have focused on 
providing an understanding of the deposition mechanism by providing a process model and 
quantitative evaluation of the deposition profile (Said, R.A., 2001, I, 2003). 

All the above indicated efforts have thus far contributed to three main aspects of the LED: 
process description, process parameters optimization, and process modeling. Recently, a remarkable 
advancement of the technology in terms of process repeatability has been presented (Said, R.A., 
2003). Process automation has also been addressed (Said, R.A., 2004). A crucial issue, however, 
still remains to be resolved before LED is advanced to become a standard fabrication process that 
can be integrated with current commercial fabrication technologies. This issue is identified as the 
degree of complexity of enabled geometries. Demonstrations of LED thus far involved mainly one 
dimensional (1-D) structures such as columns and helices, which are suitable for limited applications 
(Rebeiz, G.M., 1992). Several micro-systems, however, require two dimensional (2-D) 
microstructures (Gebhard, M., 1995, Van Der Schoot, B., 2001, Ikuta, K., 1994, and Roberston, 
J.K., 1994), while advanced applications require even three dimensional (3-D) structures described 
by curved surfaces.  

The limited 1-D capabilities of LED demonstrated thus far is a result of the algorithm used to 
control the positioning of the electrode-tip as well as the positioning system utilized in the 
experimental setups. In these systems, the electrode-tip is withdrawn away from the deposition end 
upon sufficient deposition (indicated by a sudden increase in the deposition current) beneath the tip. 
Tip withdrawal is activated in the vertical direction only, thus resulting in 1-D column like structures. 



 

To enable the deposition of 2-D and 3-D structures, the deposition should be activated over a 
trajectory or a selected area of the substrate surface. Tip withdrawal in these cases can be triggered 
only upon sufficient deposition along the entire trajectory or the selected area of the substrate. This 
requires positioning system with at least three degrees of freedom with a closed loop feedback 
control system to maintain accurate positioning of the tip. Moreover, a control algorithm that 
monitors deposition during the entire travel of the tip is required.  

This work proposes the utilization of a synchronized linear displacement of the deposition 
electrode to allow the fabrication of micro-structures with controllable cross sectional geometries and 
dimensions. For this purpose, an advanced positioning system with an optical encoder based 
feedback system was used to provide absolute positioning with nanometer accuracy. Two 
positioning control algorithms were used; continuous and stepping displacement algorithms. 
Comparison between both algorithms is provided in terms of deposit characteristics (extracted from 
SEM images) and required deposition time. 

2 Fabrication by LED 

The schematic drawing in Fig. 1 illustrates a general arrangement of a typical setup used for 
LED. A microelectrode is placed very close to a conducting substrate while both immersed in an 
ionically conducting electrolyte that contains ions of the material to be deposited. The microelectrode 
is usually insulated from all sides except for an exposed tip region with micrometer scale dimensions. 
An electric potential is applied between the microelectrode and the substrate, thus causing a faradic 
current to flow through the electrolyte between the microelectrode and the substrate. Since the used 
electrolyte contains reducible metal ions (e.g., Cu2+ ions as in the presented work) and the substrate 
is connected to a negative potential with respect to the microelectrode, then the flow of faradic 
current results in an oxidation process at the microelectrode tip and a deposition of metal ions at the 
substrate (Bard, A.J., 1980), as illustrated by the circled drawings in Fig. 1.   

 
 

 
 
 
 
 
 
 
 
 
 

 
Fig. 1.  An illustration of a typical LED arrangement. The concept of localized deposition 
is illustrated by circled drawings demonstrating oxidation reaction at the micro-electrode 
end (anode), thus causing bubbles, and reduction reaction at the substrate (cathode) 
resulting in copper deposition. Intense electric field causes faster deposition rates beneath 
the micro-electrode end, hence localizing the deposition. 
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Unlike typical electroplating methods where deposition occurs at a uniform rate on all exposed 
regions of the substrate, the deposition process outlined in Fig. 1 is very localized to the region 
beneath the electrode tip (Said, R.A., 2001, II). This is due to the highly localized electric field in the 
spacing between the microelectrode tip and the substrate region directly below the tip. The 
deposition rate in LED process is proportional to the magnitude of the deposition current which is 
monitored during the entire fabrication session. As the deposit grows and fills the spacing between 
the tip and substrate, the deposition current increases due to reduced electrolyte resistance (Yeo, 
S.H., 2000). Upon sufficient deposition, usually indicated by a sudden increase in the current caused 
by a direct contact between the tip and growing deposition-end, the electrode is withdrawn from the 
deposit end but along the trajectory of desired geometry. Deposition current monitoring and 
electrode withdrawal are usually performed using conventional analog feedback control (Said, R.A., 
2001, III), as illustrated in Fig. 1. 

3 Synchronized Tip Positioning 

Previous demonstrations of LED utilized tip withdrawal in the vertical direction only, thus resulting 
in the fabrication of column like structures as shown in Fig. 2. The fabrication of more dynamic 
structures would require the control of the tip position in other directions, lateral X & Y directions for 
example. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig. 2: SEM image of a copper column (20 µm in diameter and height of 1.2mm) 
fabricated by conventional LECD technique that utilizes tip withdrawal only in the vertical 
direction. 

 
To control the location of the tip in 3 dimensions, the positioning system must be capable of 

providing positioning in the lateral as well as the vertical directions, with a resolution much smaller 
than the tip diameter. This requires a positioning system that utilizes a closed loop feedback control 
system to maintain accurate positioning of the tip. Moreover, a control algorithm should be 
developed to monitor the deposition rate during the entire travel of the tip and synchronize the 
displacement of the tip. The tip synchronized displacement can be performed in two modes; stepping 
and continuous displacement algorithms. These are discussed next. 



 

3.1 Tip Stepping Displacement 

In the stepping displacement mode, micro-structures are treated as a stack of lateral trajectories, 
where each trajectory formed by deposited dots side by side, as shown in Fig. 3. Here, the tip is 
kept at the same location until deposition fills the spacing between the tip and substrate. Upon 
sufficient deposition, the positioner is triggered to place the tip at the next location in the desired 
trajectory. Again, the tip is kept at the same location till sufficient deposition grows beneath the tip, 
and then the tip is displaced at the next location. This is repeated until sufficient deposition all points 
along the trajectory is achieved, as shown in Fig. 3.1-3.2. Upon sufficient deposition at all points 
along the desired trajectory, the tip is then displaced in the vertical direction as in Fig. 3.3. Deposition 
along the trajectory at the new tip height is pursued as was discussed earlier in Fig. 3.1-3.2. This is 
repeated until desired structure height is deposited. 

 

 

 

 

 

 

 
 
 
Fig. 3: A schematic representation of the tip stepping displacement mode. 

 

The parameters of consideration in this mode of deposition that can influence the characteristics of 
deposition include the size of tip stepping along the trajectory, which should be within the tip diameter 
to assure structure continuity along the trajectory. Another factor of importance is the initial as well as 
the incremental tip displacement in the vertical direction, which can influence the localization of 
deposition as well as the speed of deposition. 

 

3.2 Tip Continuous Displacement 

In the continuous displacement mode, micro-structures are deposited while the tip is kept in 
continuous motion along the desired deposition trajectory, as shown in Fig. 4. The deposition is 
monitored during tip continuous movement, which is then displaced in the vertical direction only upon 
sufficient deposition is achieved along the entire trajectory, as shown in Fig. 3.1-3.4. This is repeated 
until desired structure height is deposited. 

The parameters of consideration in the continuous displacement mode of deposition that can 
influence the characteristics of deposition include the displacement speed of tip along the trajectory. 
Similar to the stepping displacement mode, the incremental tip displacement in the vertical direction 
would play a major role in determining the localization of deposition as well as the speed of 
deposition. 
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Fig. 4: A schematic representation of the tip stepping displacement mode. 

4 Experimental Setup 

The photographs in Fig. 5 show the details of a constructed LECD apparatus used for the 
fabrication of micro-structures. The apparatus consists of an aluminum base holding a deposition cell, 
machined from Teflon, and a three-axis positioning stage that holds the microelectrode. The three-
axis positioning stage uses micro-stepping motors (New Focus, Inc., CA, USA) with optical capable 
encoders as feedback systems capable of repeatable incremental steps of 63 nm, achievable at 
various speeds with a maximum of 28 µm/s. 

 

 

 

 

 

 

 

 
Fig. 5: Photograph of: (a) the assembled LECD setup showing the deposition stage 
(bottom-right), positioner control modules, and control electronics, and (b) a close-up of 
the deposition stage showing the deposition cell, the electrode and holder, and the three 
axis positioners. 

 

The microelectrode used in the presented work was prepared from a 25 µm in diameter Pt wire 
following the procedures outlined in the literature. The Pt wire was inserted in a glass micropipette 
that was sealed to insulate the wire from all sides except at the very end of the wire, which was 
polished to form an exposed disk. Electrode polishing was done using successive grades of 600, 
1200, and 1500 silicon carbide paper and final polishing with 1.0 µm diamond polish followed by 
0.05 µm alumina to produce a smooth surface with a nanometer scale roughness. The glass 
surrounding the electrode wire extends to a diameter of about 1500 µm.  
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During deposition, an electrolyte of copper sulfate solution (CuSO4•5H2O, 250 g/L) was used. 
The substrates were prepared from 1.0 cm in diameter metal rods that were cut and machined as a 
T-section that fits and locks into the Teflon cell. The substrates surfaces were polished with 
successive grades of 240, 400, and 600 silicon carbide paper. Final polishing was done using 
diamond polishing paste and then alumina as done in the electrode preparation.  

To control the displacement of the electrode while monitoring the deposition current, a LabView 
program was developed with an interactive interface as shown in Fig. 6. The program allows a 
dynamic selection of micro-structures including elliptical, rectangular, triangular, and hexagonal 
trajectories. The two modes of electrode displacement are available with the displacement speed of 
the continuous mode can be determined. Upon fabrication, the deposition cell is filled with the 
electrolyte and the electrode tip brought close to the substrate surface. An electric potential is then 
applied to the tip with the substrate grounded and a data acquisition board is used to extract the 
deposition current and used for feedback purposes. The feedback operates by setting a reference 
potential Vo (equivalent to a reference deposition current Io) and comparing it with the monitored 
deposition current. As deposition is started, copper grows on the substrate beneath the tip, causing 
the deposition current through the tip It to increase till the growing copper touches the tip at which It 
exceeds Io. This triggers the feedback circuit to move the tip away from the deposition end and 
along the desired trajectory according to the selected displacement mode. The interface has a 
graphical capability of showing the current location of the tip, as well as time charts of the acquired 
deposition current signal and the control signals sent to the three axis positioners. 

 

 

 

 

 

 

 

 

 

 

Fig. 6: A snap shot of the interface of the LabView interactive program used to control 
the electrode displacement while monitoring the deposition current. 

 



 

5 Experimental Results 

To demonstrate the synchronous displacement method, deposition of micro-structures with 
various geometries were attempted using both the stepping and continuous displacement techniques. 
In all deposition attempts the electric potential between the tip and the substrate was set to 3.75 V, 
while the reference potential Vo was set to 5 V. The size of the incremental stepping in the vertical 
direction was set to 1 µm to improve the localization of deposition and increase the deposition rate. 

First deposition of structures using the stepping displacement mode was attempted with a step 
size of 25 µm (equivalent to the tip diameter), while selecting a rectangular geometry that has a 
length of 400 µm and a width of 200 µm. Figure 7(a) shows the deposition result with the structure 
height reaching100 µm. The results clearly demonstrate the stepping effect as dots forming the 
structure boundaries. This can be improved by selecting a step size smaller than the tip diameter. 
Other geometries were attempted also including elliptical, triangular, and hexagonal, as shown in 
Fig.'s 7(b), (c), and (d), respectively. 

Deposition using the continuous displacement mode was also attempted with deposition settings 
similar to that used for the stepping mode. Specific to the displacement mode, the displacement 
speed was set to 20 µm, which is the maximum travel speed attainable by the positioners. This 
extreme value was used for comparison purposes with the stepping mode, which can be simulated 
by the continuous mode by setting the travel speed to zero. The deposition results are shown in Fig. 
8(a) and 8(b) for elliptical and rectangular geometries, respectively. The results in Fig. 8 suggest that 
the stepping effect disappears when using the continuous displacement mode. However, the 
deposition growth in the vertical direction is extremely slow. This is explained by the selected fast 
travel speed of the tip, and thus can be improved by reducing the tip travel speed. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7: SEM images of: (a) rectangular, (b) elliptical, (c) triangular, and (d) hexagonal 
micro-structures, deposited using stepping displacement of the tip. 



 

 
 
 
 
 

 
 
 
 

Fig. 8: SEM images of: (a) elliptical, and (b) and rectangular micro-structures, deposited 
using continuous displacement of the tip at a maximum displacement speed of 20 µm/s. 

CONCLUSION 

A synchronized linear displacement method was proposed to allow LECD fabrication of 
ASHAR micro-structures. The proposed synchronized electrode displacement was implemented 
using stepping and continuous displacement algorithms. The stepping displacement algorithm resulted 
in a successful deposition of ASHAR structures but with rough structure boundaries, especially those 
with dimensions close to the electrode tip. The continuous displacement algorithm produced 
structures with smother boundaries, but since it was executed at the maximum tip travel speed of 20 
µm/s the deposition had a very slow growth rate. Faster growth rate is expected at a slower tip 
displacement speed.  
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