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Preface 
 
 
This volume contains selected contributions of the first cooperation workshop between 

Vienna University of Technology, Austria, University of Manitoba, Canada and the 

National Kaohsiung First University of Science and Technology, Taiwan (ROC) on 

“Humanoid Robots” organised by “Intelligent Handling and Robotics – IHRT “on January 

26, 2010 at Vienna University of Technology. 

   

The importance of this workshop was underlined by the opening of the Ambassador of 

Taiwan in Austria, the Commercial Counsellor of Canada and by the Vice-Rector for 

International Relations of VUT.  

 

As a result of the recently finished study “Robotics in Austria”, financed by the Austrian 

Federal Ministry for “Transportation, Innovation and Technology – BMVIT”, there is a lot 

of theoretical knowledge available which could be directly applied to robotics. One of the 

main tasks of this event was to give Austrian University and Research Institutes as well as 

the Austrian Industry a deeper insight in this rapidly growing field. 

 

Main emphasis was therefore on humanoid, intelligent, mobile robots especially three 

dimensional vision, Fuzzy methods,........ Moreover an insight in humanoid robot research 

in Austria, Canada and Taiwan was given to stimulate future cooperation and common 

research projects. 

 
 
 
 
Vienna, May 2010       P.Kopacek 
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Welcome Address by 

Ambassador Chen Lien-gene 

Taipei Economic and Cultural Office in Austria 

 

Prof. Kopacek, Prof. Tu, Prof. Baltes, Distinguished Participants, Honorable Guests, Ladies 

& Gentlemen: 

It is an honor for me to have this opportunity to join you in this very special event – the 1st 

Austria-Taiwan-Canada Workshop for Autonomous Mobile Robots and Computer Vision. 

The opening ceremony of this workshop symbolizes the numerous efforts and achievement 

of Prof. Kopacek and his fellow scientists of Austria, Taiwan, Canada and many other 

countries in this field. I wish to congratulate all of you and wish you a very successful and 

fruitful discussion. 

According to the definition of the International Federation of Robotics (IFR), robotics can 

be classified into two categories: industrial robotics and service robotics. Survey reports 

from the Japan Robot Association (JARA) reveal that as industrial robotics are only used in 

precision manufacturing and its market is becoming gradually saturated in the mid- and 

long-term, there is limited room for future growth. In contrast, there is great potential for 

family/personal service robotics. As the populations of most developed countries are aging 

and birth rates are low, there is an increasing demand for home care for the elderly, child 

education and entertainment, as well as housekeeping and home security services, all of 

which serve to promote the formation of the intelligent service robotics market. Market 

value is expected hit US$17.1 billion by 2010 and US$51.7 billion by 2025.  

To respond to this promising new market and to upgrade its technology as well as 

economic status, Taiwan had decided, in the beginning of this millennium, to develop 

robotic industry and thereby invested heavily.  Taiwanese government brought in the 

governmental agencies, the universities and the industries to form strategic alliances and to 

work together. The project started in 2005 and the goal is to become a global intelligent 

robotics manufacturing center in 2020. The joint efforts of academics, industry and 

government proved to be fruitful. Production value of Taiwan’s robotic industry is expected 

to reach US$1.5 billion this year. And it is also expected that in 2013, the value will be 

doubled to US$ 3 billion. 
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But on the other hand, while we are talking about the commercial value, we can not forget 

the wellness the robotic technology will bring to the mankind not only in home care and 

security, education, but also in environment protection. With the academic cooperation of 

leading universities of different countries like what we are seeing today, I believe the 

robotic technology will enhance greatly in the very near future. Taiwan, as an accountable 

and responsible stakeholder of the international society and is now pursuing to 

meaningfully participate in UNFCCC to contribute to the environment protection and 

climate change, will work closely with its partners to make a better world with the robotic 

technology. 

According to Chinese lunar calendar, the coming new year will be the year of the tiger 

which begins on the 14th of February, 2010.  Tiger is the symbol of strength and prosperity. 

On behalf of the people and government of Taiwan, I wish to thank the Vienna University 

of Technology for hosting this event and wish all of you a very prosperous year of tiger as 

well as many years to come.  

Thank you very much. 
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Greeting Address by the  

Senior Trade Commissioner 

Carlos Miranda 

Canadian Embassy in Austria 

 

 
 
 
Good morning Ladies and Gentlemen, Mesdames et Messieurs, meine sehr geehrten Damen 

und Herren, Mr. Lien-gene Chen, Director of the Taipei Economic and Cultural Office 

Vienna and Vice rector Univ.Prof. Dr. Hans Kaiser of the Vienna University of 

Technology. It is an honour for me to be here today. I would like to thank Prof. Dr. 

Kopacek from the Vienna University of Technology, Mechanics and Mechatronics, 

Intelligent Handling and Robotics for the kind invitation. I would also like to greet Mr. 

Baltes and Mr. Anderson from the Department of Computer Science of the University of 

Manitoba in Vienna as well as Mr. Tu from the National Kaohsiung First University of 

Science and Technology of Taiwan. I am very pleased to see the ample interest to 

collaborate in the area of innovative information technology. 

 

The relationship between Canada and Austria is excellent and has been improving over the 

years. The Canada-Austria business relations are meaningful. Approximately 1,000 

Austrian companies do business in Canada. More than 100 Austrian companies have 

subsidiaries in Canada – this is an impressive number given that in the US, with about 10 

times as many people, 400 Austrian companies have subsidiaries. The potential for 

cooperation between Canada and Austria in the area of information technology is large and 

growing. 

 

The Canadian information and communications technology (ICT) sector is a significant 

contributor to the Canadian economy. In 2008 it accounted for 4.8 percent of Canadian 

GDP. It employs about 600,000 people in about 32,000 companies. 40% of employees have 

a university degree. More than 2/3 of Canadian ICT products are exported. Revenues in the 

sector amount to roughly $140 billion dollars. 
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Regarding the robotics field itself, you may appreciate that it is somewhat challenging for 

us here to obtain an industry overview of such a dynamic field in Canada. As you are all 

aware, robotics extends to a number of different fields including electronics, mechanics, 

medical, automotive and various manufacturing applications. I am therefore very interested 

in learning more today about intelligent robots and computer vision.But we do know a bit 

about robotics in Canada; besides the University of Manitoba which is part of this 

international cooperation with the Technical University of Vienna, there are a number of 

other universities involved in this field, including the University of Waterloo, the University 

of Toronto and McGill University of Montreal. 

 

In the commercial area, Canadian robotics companies include - among others - Allen-

Vanguard Corp of Toronto, Braintech Inc. of Vancouver (vision technology) and 

MacDonald, Dettwiler and Associates Ltd. of Richmond, BC (makers of the Canadarm, 

iconic robotic grappler on NASA space shuttle missions; also of the NeuroArm for 

surgeons). 

 

The Canadian robotics industry was valued at $505 million in 2008. The main segments are 

industrial robots, CNC machine tools/ metal working equipment and automatic welding 

equipment. 

 

The Commercial Section of the Embassy of Canada supports you in building your business 

relationships in the areas of innovation cooperation, investment in Canada and finding 

Canadian suppliers of innovative products and services. 

 

You are cordially invited to get in touch with my colleague Susanne Schmidt-Knobloch 

who handles the ICT file within the Commercial Section, who will be very pleased to assist 

you. 

 

I hope that today’s event will contribute towards increased collaboration and wish you all a 

rewarding day. 
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Welcome message from  

Hans K. Kaiser 

Rector Delegate for International Relations 

Vienna University of Technology 

 

 

 

 

Vienna University of Technology wants to be as international as possible. We have a 

network of more than 70 partner institutions all over the world. And we are partners in 

strong networks promoting the exchange of staff, students and researchers with the 

Americas and Asia and of course we are heavily engaged in the Erasmus Mobility scheme 

within Europe. 

International cooperation between universities is to a large extent a bottom up affair and so 

I am very glad that the first Austrian - Canadian – Taiwanese - Workshop on Humanoid 

Robots has been organized at Vienna University of Technology.  

It is a result of our recent cooperation agreements with the University of Manitoba in 

Winnipeg (Canada) and the National Kaohsiung First University of Science and 

Technology (Taiwan) and brings together eminent research groups of the three involved 

universities. 

We do hope that this event will start a series of cooperation projects to the benefit of the 

three countries. 

Vienna University of Technology is happy about these activities and wishes them the best 

possible success. 
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Point, Line Segment, and Region-Based

Stereo Matching for Mobile Robotics

Brian McKinnon Chi Tai Cheng John Anderson
Jacky Baltes

Dept. of Computer Science
University of Manitoba

Winnipeg, MB
Canada R3T 2N2

{ummckinno,umcheng,andersj,jacky}@cs.umanitoba.ca

Abstract

At the heart of every stereo vision algorithm is a solution to the matching prob-
lem - the problem of finding points in the right and left image that correspond to a
single point in the real world. Applying assumptions regarding the epipolar rectifi-
cation and color similarity between two frames is often not possible for real-world
image capture systems, like those used rescue robots. More flexible and robust feature
descriptors are necessary to operate under harsh real world conditions. This paper
compares the accuracy of disparity images generated using local features including
points, line segments, and regions, as well as a global framework implemented using
loopy belief propagation. This paper will introduce two new algorithms for stereo
matching using line segments and regions, as well as several support structures that
optimize the algorithms performance and accuracy. Since few complete frameworks
exist for line segment and region features, new algorithms that were developed during
the research for this paper will be outlined and evaluated. The comparison includes
quantitative evaluation using the Middlebury stereo image pairs and qualitative eval-
uation using images from a less structured environment. Since this evaluation is
grounded in practical environments, processing time is a significant constraint which
will be evaluated for each algorithm. This paper will show that line segment-based
stereo vision with a gradient descriptor achieves at least a 10% better accuracy than
all other methods used in this evaluation while maintaining the low runtime associ-
ated with local feature based stereo vision.

1 Introduction

The ability to perceive depth in real-time is an essential part of any mobile robotic plat-
form. Information about the distance to objects in an environment is necessary for map-
ping, localization, and other high level tasks. Distance information is extracted using
either active or passive sensors. Active sensors, such as laser radar (LADAR), computes
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distances by emitting a signal into the environment and measuring the time it takes to re-
flect back to the sensor. Passive sensors, like cameras, simply collect the signals produced
by the environment. When using a passive sensor, distance cannot be directly calculated
since the time the signal takes to the reach the sensor is unknown. Multiple sensors can
be used to extract distance information by locating the same signal source, or feature, in
the environment and triangulating its position. Using two parallel cameras to observe an
environment is referred to as stereo vision.

A stereo vision system must be able to extract features from an image and locate the
corresponding features in a second image to perceive depth. The position difference or
offset between a feature found in the first and second image is called the disparity. The
disparity is measured horizontally and/or vertically for each matched pixel in the input
images. The disparity values assigned to each pixel of the input images together produce
a disparity image. Using the disparity image, a calibrated stereo system can triangulate
the 3-D position of matched points in the environment.

Most stereo vision systems use point features that are located by passing filters over
the input images. These filters produce a strong response at the corners and intersections
of objects, or within textured regions (Shi and Tomasi, 1994). Point features are useful
because the filters are very simple, and the extraction process has a very low computational
cost. The problem is that points are difficult to match without significant constraints
on the input images (Hollinghurst, 1997) due to a general problem with uniquely and
accurately matching a point feature.

To reduce the uniqueness problem, more complex solutions that contain structural
relationships can be used in the form of line segments, regions, and global frameworks.
Line segments are extracted by clustering pixels located at the edge of the intensity
change between two overlapping or neighbouring regions (Gonzalez and Woods, 2001).
Regions are formed by clustering pixels together based on a similarity in colour and/or
texture (Gonzalez and Woods, 2001) over a surface. Though regions and line segments
contain more information than point features, they are computationally more expensive
to extract from an image.

Global frameworks often model the stereo disparity extraction problem as a Markov
random field (MRF) (Felzenszwalb and Huttenlocher, 2004). An MRF is an undirected
graphical model connecting nodes of random variables. In the graphical model, nodes
that are not connected have the Markov propery that they are conditionally independent
random variables. Due to the connected nature of the problem the MRF contains loops
in the graph that produce an optimization problem that is NP hard (Boykov et al.,
2001). Two approximate solutions that produce reasonable results in practice are cut
graphs (Boykov and Kolmogorov, 2004) and loopy belief propagation (Felzenszwalb and
Huttenlocher, 2004). Global methods are known for producing dense high-quality depth
maps even with a very simple pixel comparison method. The major downside is that
global methods have a high cost in both memory usage and processing time.

The generation of accurate disparity images in real-time is the focus of this paper.
Point features are the most widely used stereo feature, and have seen successful imple-
mentation in (Salari and Sethi, 1990; Se et al., 2005). Line segment-based stereo vision
has been used primarily for uncalibrated stereo matching in (Bay et al., 2005; Zhang,
1995). Regions are primarily useful in environments when large areas of untextured sur-
face are present and has been used in (Veksler, 2001; Bleyer and Gelautz, 2005). This
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project involves adapting and developing algorithms for stereo matching that are capable
of operating in real-time. Comparison of the three feature types and the global framework
is done by comparing errors in the resulting disparity images for standard test images.

The problem of real-time stereo vision processing in this paper is grounded in the
development of autonomous systems for urban search and rescue robots (USAR). Section 2
provides an overview of the principles of stereo vision and an examination of related work
in feature point, line segment, and region extraction. The implementation details of the
feature extraction and stereo matching problems are discussed in Sec. 3. Finally, the
evaluation results will then be analyzed in detail by examining quantitative, qualitative,
and runtime statistics (See. Sec. 4). The paper concludes with Sec. 5.

2 Related Work

Stereo vision is governed by a well defined relationship between the camera positions, the
points in the environment, and the position on an image where the points are projected.
The geometry governing the projection of stereo images will be examined first. Then
existing work in the extraction and matching of points, line segments, and regions will
be discussed including the benefits and limitations of each feature being examined. This
will be followed by an examination of global algorithms using loopy belief propagation.

2.1 Stereo Vision

Passive vision sensors, like cameras, provide only 2-D information about objects in a 3-D
world. However, when an object is viewed from multiple 2-D perspectives it is possible to
triangulate the 3-D position. Offsetting the cameras produces a measurable disparity or
offset of the pixels that is directly related to the distance of objects from the observer. To
determine the 3D position of an object four problems must be solved (Lucas and Kanada,
1981):

1. Camera parameters must be determined,

2. Features must be identified in each image,

3. Corresponding features in each image must be matched correctly, and

4. The feature’s distance must be calculated.

Using epipolar geometry (Hartley and Zisserman, 2004; Faugeras and Luong, 2001)
it is possible to improve the performance of stereo vision systems by reducing the search
space used in matching. Epipolar geometry (see fig. 1) defines a relationship between a
point, x, on the image plane, P, of camera, C, to a line, e’, on the image plane, P’, of
the second camera, C’, known as an epipolar line. Epipolar lines represent the possible
location of the image point, x’, on P’ for x on P that triangulates to the object point,
M. An epipolar line on P’ can be be visualized as the intersecting line between P’ and a
triangle with edges along the baseline joining C and C’, the line joining C, x, and M, and
the line joining M, x’ and C’.

The reduction of the search space for a point in primary image from a 2-D region
to a 1-D line in the secondary image is known as the epipolar constraint (Hartley and
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Figure 1: The epipolar line, e’, represents the possible location of object point, M, on
the image plane, P’, of the secondary camera, C’, given the image point, x, on the image
plane, P, of the primary camera, C (Hartley and Zisserman, 2004).

Zisserman, 2004; Faugeras and Luong, 2001). Using the epipolar constaint images can be
aligned so that the rows in the primary image are aligned with the rows in the secondary
image. This allows matching to be performed without considering offsets in the vertical
direction. The process of aligning the images is known as epipolar rectification.

Epipolar geometry is affected by external differences between the primary camera and
secondary camera and the internal parameters of each camera. The external parameters
include (Lucas and Kanada, 1981) the position and rotation difference from C’ to C as
shown in figure 1. The internal parameters include focal length, sensor width and height,
and optional lens distortion parameters. If the internal and external parameters are known
for the cameras it is possible to use the essential matrix (Faugeras and Luong, 2001) to
compute the epipolar line. The essential matrix is defined as:

E = [t]xR

where [t]x is a 3x3 translation matrix and R is a 3x3 rotation matrix. The [t]x matrix
contains the position difference, or translation, between the cameras in the form:

[t]x =

⎛
⎜⎝ 0 −tz ty

tz 0 −tx
−ty tx 0

⎞
⎟⎠

The essential matrix satisifies the epipolar contraint when:

x̂′TEx̂ = 0

where x̂ and x̂′ are the normalized image coordinates of x and x′ computed using the
calibrated internal parameters of the camera.
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If the camera parameters are unknown then an approximation of the Essential matrix,
known as the fundamental Matrix (Faugeras and Luong, 2001), can be used. Computing
the fundamental matrix requires a minimum of eight matching points between the stereo
images. These point matches require a high quality matching algorithm that produces
accurate results without the use of the epipolar constraint.

Using the epipolar constraint it is possible to greatly increase both the speed and ac-
curacy of any stereo matching system. The main issue is that calibration or unconstrained
matching must be performed before the epipolar constraint can be used. In addition, the
cameras must be very rigidly mounted since even small changes in the parameters of the
cameras can produce large errors in the epipolar lines.

To calculate the distance to M, the only remaining variable is the conversion factor
from image disparities to real-world distances. This can be determined by either mea-
suring the baseline distance from C to C’ or the distance from C to M. Methods for
triangulating the position of a 3-D world point are described in (Trucco and Verri, 1998).

Point matching using epipolar geometry has been implemented in many prior works
including (Urmson et al., 2002; Shibata and Kawasumi, 2004; Murray and Jennings, 1997;
Sunyoto et al., 2004). Matching feature points between images is referred to as the
correspondence problem (Salari and Sethi, 1990). Problems arise when a feature is distinct
but not unique, occluded, or not fixed in the world. Non-unique points include texture
features on a heavily textured surface that are distinct but repeated at other locations.
The sidedness constraint (Bay et al., 2005) is often used in stereo matching to resolve
the uniqueness problem. The constraint simply assumes that if a feature is located to
the left of a second feature in the primary image, it will also be located to the left in the
secondary image. Though the constraint is not always true, it is useful in many situations.
Occlusion occurs when a feature is not visible in one of the images due to a foreground
object overlapping a background object. Another problem with feature detection is that
the feature must be fixed in the world. An example of an unfixed feature (Shi and Tomasi,
1994) can be found in a picture of a tree. The point where two branches cross produces
a strong corner, but the point is not fixed so the position changes as the perspective
changes.

2.2 Feature Points

A feature point (Shi and Tomasi, 1994) refers to a distinct fixed point in an image, and is
primarily found in corners and textured areas (Shi and Tomasi, 1994). Each point in the
image must be evaluated to determine its fitness as a feature point. Three highly successful
methods of point feature extraction are Shi and Tomasi’s eigenvalue features (Shi and
Tomasi, 1994), Lowe’s Scale Invariant Features (SIFT) (Lowe, 1999) and Bay, Tuytelaars
and Van Gooland’s Speeded Up Robust Features (SURF) (Bay et al., 2006).

The feature point extraction method used by Shi and Tomasi (Shi and Tomasi, 1994)
is useful for extracting texture features and corners. The image is evaluated using a 2x2
matrix with the form:

Z =

(
g2x gxgy
gxgy g2y

)

where gx and gy are the horizontal and vertical gradient values. Gradient measures the
first order change in the intensity of the pixel values over a defined kernel, and for images
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Figure 2: The Difference of Gaussian (DOG) used in SIFT is generated by subtracting
sequences of Gaussian blurred images. Each new octave is created by shrinking the image
to one quarter of the original size. Images from (Lowe, 1999).

Figure 3: The image shows SIFT being used for feature detection. The arrows indicate
the orientation and scale of the feature point. Images from (Lowe, 1999).

is computed horizontally and vertically. The two eigenvalues are then calculated for the
matrix Z. Small eigenvalues indicate a flat colour, while one large and one small value
indicate a horizontal or vertical line. Two large eigenvalues are generally found at corners
or texture points.

SIFT extraction (Lowe, 1999) identifies strong features and the scale at which they
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Figure 4: The feature descriptor histogram information is generated using gradients sam-
pled around the feature point. Images from (Lowe, 1999).

produce the most distinct response. To locate points that remain visible at different
scales, a series of Gaussian blurs and resizes are applied to the image. After each blur,
the resulting image is subtracted from the previous image to produce a Difference of
Gaussian (DOG) as shown in figure 2. From each pixel in the DOG, the centre pixel is
selected as a base feature if it is the minimum or maximum difference for the 3x3x3 area
around the point. The 3x3x3 are includes the current pixel and the neighbouring pixels
in the previous, current, and next scale. The base set of features is initially filtered by
removing points with low contrast using a threshold. The remaining points are filtered
using the principle curvature, which is evaluated by computing the trace and determinant
of a 2x2 Hessian matrix evaluated at the point. The Hessian matrix:

Z =

(
Dxx Dxy

Dxy Dyy

)

where D∗ is the derivative in the horizontal, vertical, and diagonal direction computed
using the difference of neighbouring points. The DOG is repeated for several octaves of
an image, where the next octave is reached by resizing the image to one quarter of the
previous size. Orientation is assigned to the final points using the gradient response of
sample points around the feature. The resulting orientation and scale is demonstrated in
figure 3. A feature descriptor is generated by sampling a rotated area around the feature
that aligns with the features orientation. Using 16 sample regions around the feature
arranged in a 4x4 grid, an 8 bin gradient histogram is created per grid region as shown
in figure 4. The gradient histogram contains the sum of the gradient responses in each
grid region with longer vectors indicating strong responses in the direction shown. As
a result of the sampling each feature contains a 128-dimensional descriptor that can be
used to compare the features. When searching for a matching keypoint we expect the
gradients histograms of all 16 grid regions to be very similar in magnitude between the
two keypoints.

SURF (Bay et al., 2006) is a keypoint extraction method that makes use of fast
approximations to produce a significant speed improvement over SIFT. The DOG filter
in SIFT is replaced with a fast Hessian detector, H(x, σ), evaluated at the position x and
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Figure 5: The Gaussian second order derivative can be approximated using box filters as
shown above. Images from (Bay et al., 2006)

Figure 6: The images above shows a sample set of features generated by SURF. The left
image shows a circle around the strongest keypoints. The image on the right shows the
orientation and rotated sample region used to generate the descriptor. Images from (Bay
et al., 2006)

Figure 7: In SURF the feature descriptor information is generated by computing the sum
of gradient and the sum of absolute gradient in the x and y direction. Images from (Bay
et al., 2006)

POINT, LINE SEGMENT, AND REGION-BASED STEREO MATCHING FOR MOBILE ROBOTICS14______________________________________________________________________________________________________________



scale σ. The Hessian matrix,

H(x, σ) =

(
Lxx(x, σ) Lxy(x, σ)
Lxy(x, σ) Lyy(x, σ)

)

where Lxx(x, σ) is the Gaussian second order derivative in the horizontal direction, with
Lyy(x, σ), Lxy(x, σ) being similar but in the vertical and diagonal direction. The fast
Hessian detector takes advantage of the fact that the large scale convolutions can be
extracted quickly from integral images using box filters. The box filters approximate the
Gaussian using a rectangular convolution with constant weights for all elements as shown
in figure 5. In the integral image the sum of all pixel values above and to the left of
a pixel are accumulated into a single value. An integral image can be used to compute
the response of a box filter in constant time regardless of the size of the region. Using
an integral image reduces the computation cost by making convolution a constant time
operation, and removing the need to resize the image during a change in octave. Points
are selected if they contain the maximum or minimum response in a 3x3x3 area around
the points and in the previous and next scale. The response is measured using,

det(Happrox) = DxxDyy − (0.9Dxy)
2

whereD is the box filter approximation of L. When a point is selected, the gradient is used
to assign an orientation as demonstrated in figure 6. SURF use a 64-dimensional descrip-
tor, that like SIFT are based on gradient responses around the feature. The descriptor
uses a sixteen window grid around the point, but the histogram in SIFT is replaced with
four values as shown in figure 7. The four values are generated using the sum of the
gradient response and absolute gradient response in the x and y direction.

The key advantage of SIFT feature and SURF extraction is that they produce high
quality feature descriptors at interest points of the image. In addition, the computation
cost is predictable and can be controlled to some extent. For example, both SIFT and
SURF are rotationally invariant, however, in stereo processing it can be assumed that a
feature point will not rotate too much between the cameras. This allows for faster fea-
ture descriptor extraction by removing the orientation assignment and descriptor rotation
phases of the feature extraction.

SIFT (Lowe, 1999) and SURF (Bay et al., 2005) use a high dimensional feature de-
scriptor with responses between −1.0 and 1.0. Similarity between two features is generally
measured using the Euclidean distance between the points in a high dimensional feature
space (Beis and Lowe, 1997). The distance from each feature to all other existing features
is computed, and a match is accepted if the best match has a distance less than the sec-
ond best match distance scaled by a threshold ratio. The feature is compared against as
many other features as possible to prevent a single point to point comparison from being
accepted simply because there is not enough information to reject the match.

2.3 Line Segments

The extraction of line segments can be approached using either global or local meth-
ods (Jang and Hong, 2002). Both methods rely on identifying boundary pixels using one
of several methods of edge detection. For more information refer to (Heath et al., 1997).
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Figure 8: The left image is used to generate the Hough space shown on the right. The
values in the Hough space are plotted using φ on the horizontal axis and ρ on the vertical
axis. Points of high accumulation in the Hough space indicate strong lines in the image.

Most global line segment extraction algorithms are extensions of the generalized Hough
transform (Kim et al., 2003). In the generalized Hough transform, each boundary pixel
votes for candidate lines in the Hough space accumulator as shown in figure 8. Candidate
lines are calculated using the line equation:

y ∗ sin(φ) + x ∗ cos(φ) = ρ

where x and y are the position of the pixel, φ is the orientation of a perpendicular line to
the candidate line, and ρ is the length from the origin to the perpendicular intersection
point. The accumulator is a two dimensional table that plots φ against ρ. For each φ value
in the accumulator, ρ is calculated and the resulting point at (φ, ρ) in the accumulator is
incremented. Once all boundary pixels are processed, a search is done in the accumulator
to find peaks that exceed a threshold number of votes. Once a peak has been found the
neighbouring bins in the accumulator are suppressed to prevent a similar line from being
selected. This generalized Hough transform is used to extract lines from the image. Many
other methods have been presented, for example (Kim et al., 2003; Mirmehdi et al., 1997),
to deal with the extraction of line segments. The primary difficulty involved with global
line segment extraction algorithms is that they have long running times, and can generate
imaginary lines formed by textured surfaces.

The simplest form of local line segment extraction uses chain coding (Gonzalez and
Woods, 2001). Chain code values represent the location of the next pixel in the chain
using either a 4 or 8 connected neighbourhood. The boundary is followed starting from
an initial edge point (generally the top-left most point in the chain) and followed until the
chain returns to the start. Noise can be filtered from the chain code using a median filter
over the connection direction. The final chain code is then examined for line segments by
finding runs of equal values. Local line segment methods are more sensitive to noise in the
image, therefore most of the recent work in this field focuses on joining small segments
into larger segments (Kim et al., 2003; Jang and Hong, 2002).

Line segment matching is generally considered to be a more difficult problem than
interest point matching. Although it seems simple to view line segments as simply a
connected start and end point, the problem is that the position of the end points on line
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segments tend to be very unstable (Bay et al., 2005). This makes end point matching
more difficult than single interest point matching. The two primary features of a line
segment used in matching are the colour information around the line segment, and the
topology of line segments. Bay, Ferrari, and van Gool (Bay et al., 2005) use colour
information from points three pixels to the left and right of a line segment to generate
histograms. The histograms from the two candidate lines are normalized, and the distance
between them is calculated using the Euclidean distance between histogram bins in the
defined colour space. The colour information produces soft matches (Bay et al., 2005)
reducing the number of potential matches. By applying the sidedness constraint (Bay
et al., 2005), the incorrect matches are filtered out to produce the final set of matching
lines. The use of colour information is limited to situations where the capture devices
produced very similar colour output. In the more common situation, colour information
varies between the images (Hollinghurst, 1997) due to automatic brightness and contrast
correction differences between the capture devices.

If colour information is ignored, then the matching can be based on the topology
of line segments in an image. Hollinghurst (Hollinghurst, 1997) has defined a set of
rules for topological matching that includes initial matching and refinement operations.
Using geometric constraints, initial matches are generated based on overlap, length ratio,
orientation difference, and disparity limit. The initial matches are refined by applying
constraints that either support or suppress a potential match. Matches are suppressed if
they match multiple lines segments or if they violate the sidedness constraint. Support
is generated by collinearity and connectivity. The forms of support that are important
include parallelism, junctions at endpoints, and T-junctions. These constraints are applied
to the initial matches until only supported matches remain.

Like point matches, line segments matching can benefit from the epipolar constraint.
Zhang (Zhang, 1995) examined a method of calibrating stereo cameras by measuring the
amount of overlapping area in line segment pairs for a given calibration. Calibration with
line segments would be used in place of the eight point algorithm for point-based stereo
matching. In his experiments, the extrinsic calibration for the two cameras were unknown,
so the Essential matrix was estimated by using rotated points on an icosahedron. He
found that given a set of matched line segments, the Essential matrix could be estimated
as accurately as a fully calibrated trinocular system (Zhang, 1995) that was used as
the ground truth in the experiment. One problem is that there is no discussion of the
line segment matching problem, and it appears that prematched (possibly by a human
operator) line segments were used. As a result, it is difficult to predict how line segment-
based stereo vision calibration will work in the presence of noise found in real-world
images.

2.4 Regions

The primary goal of region segmentation is to reduce the amount of information that must
be considered by higher level processes. This is achieved by representing many pixels in
an image as a single object. In real-world environments this is a very difficult problem,
since it requires more than a simple clustering of similarly coloured pixels. This is due to
the fact that objects often have inconsistent colouring, caused by textured surfaces and
uneven lighting.
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Figure 9: Results of scale-space watershed segmentation using Gaussian diffusion (Top)
and CLMC (Bottom) to reduce over-segmentation. Images from (Vanhamel et al., 2003).

Though many region-based segmentation algorithms exist, patterned and heavily tex-
tured surfaces remain difficult to segment, since the boundary of a textured region is
generally not well defined. Many approaches have been proposed including the use of
fuzzy logic (Hanmandlu et al., 2004), wavelet transforms (Ardizzoni et al., 1999), discrete
cosine transforms with Gabor filters (Kachouie et al., 2004), and Gabor filters with wa-
tershed transforms (Zhu and Basir, 2003). A key weakness of most of these methods is
that they rely on supervision during the segmentation, because the number of textured
regions must be precalculated for each image.

Researchers are attempting to address the problem of needing to know the number or
regions by developing statistical analysis algorithms (Pok et al., 2004; Tay et al., 2002)
that estimate the number of regions. These methods attempt to group sample areas
from the image into texture bins. Then using the contents of the bins, analysis is done
to determine the number of active textures. These methods often depend on a careful
selection of parameters for the algorithm. For many application domains a simple region
segmentation may produce reasonable enough results for practical usage.

Watershed segmentation (Gonzalez and Woods, 2001) is a popular form of region
segmentation. Using the gradients of an image, local minima are selected as the seeding
points for new regions. From the region seed points a hill climbing approach is used,
where neighbours with a higher gradient are added to the region. The hill climbing is
repeated until all the points in the image are assigned to a region. Watershed algorithms
tend to over-segment an image due to noise in the captured processes. The effects of
the over-segmentation can be reduced using a scale-space frameworks (Vanhamel et al.,
2003), like Gaussian diffusion and CLMC, for merging neighbouring regions as shown in
Figure 9.

A second method for segmenting images (McKinnon and Baltes, 2004) uses stack-based
region growing with simple colour thresholding. The threshold values are small enough
that regions only grow across a small portion of the image. These small regions are then
merged into larger regions based on the amount of overlapping area. By growing small
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Figure 10: The region segmentation (bottom) is produced from the raw image (top). The
dot inside the regions represent the centroid point. Images from (McKinnon et al., 2005).

Figure 11: Convex hulls are used to represent the shape of regions. The hulls require
few points so they reduce the memory and processing requirements of the region. The
length of the lines radiating from the centre of mass are used as the hull signature. Images
from (McKinnon et al., 2005).

portions of a region then merging the segmentation is able to extract regions that contain
simple textures and uneven lighting. This method works well in many environments (see
Fig. 10), since a large number of objects feature simple surface colour and texture. The
key problem with this method is that the segmentation requires several iterations through
the image and is therefore too slow to achieve real-time performance.

Segmented regions are initially represented by defining all the pixels that belong to the
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region, which is inefficient for both memory usage and matching. If only the boundaries
are stored, then the memory required to represent a region is greatly reduced. In an early
version of the region segmentation considered for use in this paper (McKinnon et al., 2005),
regions are reduced to a convex hull boundary using Graham’s scan (Corman et al., 2001).
The convex hull is then reduced to a signature consisting of a set of distance lines that
radiate from the regions centre of mass to its hull boundary (see Fig. 11). The match
quality for two regions is calculated using the sum of squared error in the signatures.
The key benefit of the signature representation is its constant size, which allows for fast
comparison. In addition, regions can be rotated quickly by simply shifting signature values
to the left or right, allowing rotated regions to be compared just as quickly as upright
regions. Region bounding with convex hulls has been tested and shown to be a good
representation of simple objects, however, more complex regions containing non-convex
boundaries are poorly represented (McKinnon et al., 2005).

2.5 Belief Propagation

Belief propagation (BP) is an iterative method for solving Markov random field (MRF)
problems (Felzenszwalb and Huttenlocher, 2004). Solutions to the stereo matching prob-
lem use a special case of BP known as loopy BP (LBP) since the message passing described
below includes cycles or loops in the nodes of the MRF. As an initial note, calculations
are performed using negative log probabilities, since max-product equations are replaced
with min-sum, which improves numerical stability. Using a set of finite labels, L, and
pixels, P , a label fp ∈ L is assigned to each pixel p ∈ P . The goal is to compute the
quality of a labeling at each pixel which maximizes the energy function,

E(f) =
∑
p∈P

Dp(fp) +
∑

(p,q)∈N

W (fp, fq) (1)

where N is the set of edges connecting the node to its neighbouring nodes. As equation 1
shows, the goal is to compute a set of labels that maximize the data match, Dp(fp), as
well as maintains smoothness, W (fp, fq), across neighbouring nodes. The optimal labeling
for each node is computed using an iterative message passing scheme that propagates
information through the MRF. The messages, mt

p→q(fq), from p to q are computed using
the function,

h(fp) = Dp(fp) +
∑

s∈N (p)/q

mt−1
s→p(fp) (2)

mt
p→q(fq) = min

fp
(V (fp − fq) + h(fp)) (3)

where N (p)/q is the neighbours of p excluding q, and V (fp − fq) is the discontinuity cost
between labels in the node. The discontinuity cost can be computed in a variety ways
including the Potts, linear or quadratic model using the distance between neighbouring
labels. The message passing is run for a maximum number iterations or until convergence,
however, convergence is not guaranteed to occur in LBP (Yedidia et al., 2003).

LBP produces good solutions in practice, but at a high cost in both memory and
computation. In (Felzenszwalb and Huttenlocher, 2004), LBP for stereo is implemented
using disparity as the set of labels. The data cost for a label is computed using the
absolute difference of intensity for a pixel in the first image from a pixel offset by the
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Figure 12: The left and right input images used in the description of the algorithm.

label’s disparity in the second image. When the discontinuity cost is linear the LBP
algorithm can distribute the cost in linear time, since information is exchanged only with
neighbouring labels processed left to right then right to left. The computation time of the
LBP implementation in (Felzenszwalb and Huttenlocher, 2004) is O(nkT ) where n is the
number of pixels, k is the number of labels, and T is the number of iterations. To reduce
T , an image pyramid is used that propagates belief across a coarse to fine resolution
version of the MRF. It should be noted that memory requirements are significant, with
5nk floating point values required to process the LBP. This means that a 320x240 image
with 64 labels will require just under 100MB of memory to store the finest resolution of
the graph.

2.6 Summary

As the literature review above demonstrates, there is a significant amount of development
being done in the area of stereo depth extraction. Though global algorithms like BP and
local features like SIFT and SURF have been used extensively there is still a large gap in
the number of complete solutions using line segments and regions. The implementation
details in the next chapter outline the research work that has been done in this paper to
explore new methods of local feature-based stereo depth extraction.

3 Implementation

My approach to feature-based stereo matching involves the development of two new fea-
ture extraction and stereo matching components. The line segment and region-based
extraction and matching developed and implemented during this paper project will be
explained in detail. The preprocessing stage of the line segment and region-based algo-
rithms are the same, so they will be discussed before the feature specific details.
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Figure 13: The integral images generated for the left and right input images.

3.1 Preprocessing for Line Segment and Region Extraction

In this section, the preprocessing algorithms for the line segment and region extraction
will be outlined. The steps of the preprocessing algorithm are:

1. Integral Image Generation

2. Haar Feature Extraction

3. Gradient Thinning

For simplicity, speed, and grounding, the algorithms described in this implementation will
be examined using the 8-bit gray-scale images of dimensions 320x240 shown in figure. 12.

The integral image is an efficient data structure for extracting large amounts of data
from images in constant time. In an integral image, the value stored in each pixel is the
sum of all intensities in the area above and to the left of that pixel, as shown in figure 13.
This means that the sum of any rectangular subregion inside the integral image can be
extracted with only four table lookups and three addition/subtraction operations. For
example, integral images can be used to apply a blur to an image with a simple box
kernel. This is achieved by taking the summed area in a rectangular region around each
point and normalizing by the area of the rectangle. The benefit of this method over
conventional blurs is that runtime is independent of the kernel size and, unlike separable
kernels, requires no additional temporary storage.

Another application of integral images is to extract arbitrarily sized Haar features from
an image. Haar features a contructed using multiple box filters as shown in figure 14,
and unlike a Gaussian filter provide a constant weight for each sample in the filter. There
are several Haar features that can be extracted from an image, however, this algorithm
focuses on vertical and horizontal gradient features. During the Haar feature extraction
stage of the algorithm, the two gradient features are extracted at a kernel size of 4x4 (see
figure 15), 8x8, and 12x12 pixels. The values are cached into a lookup table to improve
performance during the matching stage. These features then provide the input for both
gradient thinning and matching.

The gradient thinning algorithm is based on the Canny method (Canny, 1983), with
the addition of the Haar feature gradients and an efficient data structure. The goal of this
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Figure 14: A partial set of Haar features used in the extraction of data from integral
images. The sum in the black area is subtracted from the sum in the white area. This
set includes both up-right and diagonal features.

Figure 15: The gradient magnitude of the left and right input images.

method is to extract the peak points by keeping only the strongest gradient magnitudes
along the gradient orientation. From the cached Haar features, one kernel size is selected
for gradient thinning with the most common choice being 4x4. The points are initially
thresholded using the magnitude of the gradient and are then used to activate an edge
cell (EC).

The EC is an efficient data structure for storing gradient orientations as shown in
figure 16, since it allows binary comparisons of the gradient orientation. Each EC is
a dual layer ring discretized into 8 cells, allowing a resolution of 45 degrees per ring.
The inner layer is offset from the outer layer by a distance of 22.5 degrees, and the
combined layers produce a 22.5 degree resolution for the EC. The gradient orientation
of each pixel activates one cell in each layer of the pixel’s EC. Using this activation,
the EC can be quickly tested for a horizontal, vertical, or diagonal orientation with a
binary logic operation. ECs can be compared against each other using either an equal
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Figure 16: The Edge Cell (EC) binary data structure for storing orientation information.
The key benefit of the EC structure is that it allows fast binary comparisons of the
gradients.

Figure 17: The edge cell activation of the points remaining after gradient thinning.

operator, which returns true if both cell layers overlap, or a similar operator, which
returns true if at least one cell layer overlaps. The thinning direction is determined by
the EC activation, and only the strongest gradient points (see figure 17) along the thinning
orientation are processed further. Using the EC, a thinning direction can be computed
using two operations. For example, the EC shown in figure 16 can be tested to see if it is
diagonal in one binary operation, and since it is true it would then be tested to check if it
is on the forward slash diagonal, which returns false. Without the EC the fastest way to
check the thinning direction would be to use a binary search through the floating point
gradient orienation value. In most environments the binary comparisons should execute
faster then the floating point comparisons.

3.2 Line Segment Extraction and Matching

In this section, the line segment extraction and matching algorithm will be outlined. The
steps specific to this algorithm are:

1. Binary Segmentation
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Figure 18: The final line segments extracted by the described algorithm.

2. Overlap Clean-up

3. Dynamic Program Matching

The binary segmentation is the core of the line segment extraction and makes use
of the EC data structure described above. For each active pixel, the EC is separated
into two Split ECs (SEC) with the first containing the inner ring activation, and second
containing the outer ring activation. An 8-neighbour binary segmentation (Gonzalez and
Woods, 2001) then tests each of the two SECs separately against its neighbours. The
binary test for the neighbour returns true if that neighbour EC is similar (at least one
cell overlaps) to the current SEC. For example, the EC shown in figure 16 is split into one
SEC with activation only in bit number 6, and a second SEC with activation only in bit 7.
During the segmenation the SEC with bit number 6 activated will join with neighbouring
ECs that have bit 5 and 6, or 6 and 7 activate. The final result of the segmentation is
that each pixel is a member of two thinned binary regions, or line segments as they will
be referred to from now on. The overlapped line segments are useful, but we generally
prefer that each pixel only belong to a single line segment.

There are two cases of overlap that need to be cleaned up to produce the final result.
The first clean-up step is the removal of any line segments contained mostly within another
longer line segment. This is achieved by simply having each pixel cast a vote for the longer
of the two line segments for which it is a member. Any line segment with a number of
votes below a threshold is discarded. The second clean-up step involves finding an optimal
cut point for any partially overlapping line segments. This is achieved by finding the point
in the overlapping area that maximizes the area of a triangle formed between the start of
the first line segment, the cut point, and the end point of the second line segment. The
overlapping line segments are then trimmed back to the cut point to produce the final
line segment. Any line segments smaller than a defined threshold are discarded at the end
of this stage. The final set of line segments (see figure 18) are then used in the matching
process.

The matching of line segments is a difficult task since the end points are generally
poorly localized and the segments can be broken into multiple pieces due to noise in the
image. In addition, some line segments may not be completely visible in both images
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Figure 19: Entries along the diagonal may only move along the diagonal, while those
outside the diagonal may move towards or parallel to the diagonal.

due to occlusion. To address these problems, a dynamic programming (DP) solution is
applied to the line segment matching problem. This implementation will be defined as
DP Line Segment Descriptor Matching (DPLSDM). The DP table consists of points from
the source line segment, ls1, making up the row header, and the points from the matching
line segment, ls2, making up the column header. The goal is to find the overlapping area
that maximizes the match value between the points of the two line segments. To compare
the points of two line segments, we return to the Haar features extracted earlier. The
match value for two point feature vectors, v1 and v2, is calculated as the sum of the feature
vector match function.

Algorithm 1: match feature vector

Input: Feature vector v1 and v2
Output: The matching value for the features, R
M = 0, T = 0;
foreach Dimension i in v1 and v2 do

P = v1i + v2i;
if P >= 0 then

M = M +min(v1i, v2i);
T = T +max(v1i, v2i);

end

if P < 0 then
M = M +min(−v1i,−v2i);
T = T +max(−v1i,−v2i);

end

end

R = M/T

Each insertion into the table involves selecting a previous match value from the table,
adding the current match value, R, and incrementing a counter for the number of points
contributing to the final result.

The insertion of the match values into the dynamic programming table requires certain
assumptions to prevent the table from becoming degenerative. The assumptions are
defined algorithmically using the variables x for the current column, y for the current
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row, Dp for the dynamic programming table, St for the match sum table, Ct for the
point count table, and R for the current match value. The Dp value is generated from
St/Ct and for simplicity the assignment Dp[x][y] ← Dp[x−1][y−1] is actually St[x][y] =
St[x−1][y−1]+R and Ct[x][y] = Ct[x−1][y−1]+1. With that in mind, the assumptions
used to generate the Dp table are:

1. To prevent oscillation, if a match diverges from the centre line it cannot converge
back to the centre line. The entries in the table sample previous entries as shown
in figure 19, and is enforced using the algorithm 2.

Algorithm 2: compute match

Input: The empty line matching dynamic programming table Dp for ls1 and ls2
Output: The completed line matching dynamic programming table Dp for ls1

and ls2
foreach Element, x, in the ls1 do

foreach Element, y, in the ls2 do

if x = y then
Dp[x][y] ← Dp[x− 1][y − 1];

end

if x > y then
Dp[x][y] ← compute best(Dp[x− 1][y − 1], Dp[x− 1][y]);

end

if x < y then
Dp[x][y] ← compute best(Dp[x− 1][y − 1], Dp[x][y − 1]);

end

end

end

2. No point in the first line can match more than two points in the second line. This
prevents the table from repeatedly using one good feature to compute all matches,
and is enforced by defining the behaviour of the compute best function using algo-
rithm 3. This assumption enforces a general belief that two matching line segments
will have a comparable length in the range of 50% to 200% in the number of points
in each line segment.

Algorithm 3: compute best

Input: Element index x1, y1 in ls1, and x2, y2 in ls2
Output: The best match results from either x1, y1 or x2, y2
if Ct[x1][y1] > Ct[x2][y2] + 1 then

return Dp[x2][y2];
end

if Ct[x1][y1] + 1 < Ct[x2][y2] then
return Dp[x1][y1];

end

return max(Dp[x1][y1], Dp[x2][y2]);

The best match value is checked in the last column for all rows with an index greater
than or equal to the length of ls2, or for any entries in Ct with a count equal to the
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Figure 20: An example match table is shown in the top-left. The count table (Ct) (top-
right) and sum table (St) (bottom-left) are generated iteratively using algorithms 1, 2, and
3. The resulting dynamic programming (bottom-right) table is generated by combining
the St and Ct table. From the best matching entry in the outer edge of the table, the
best path is back traced through the dynamic programming table by selecting the best
previous entry using the same direction rules that generated the table.

size of ls1. Once a best match value is found, a back trace is done through the table to
find the point match that produced the best match. The position difference between the
matched points in ls1 and ls2 is used to determine the disparity of the matched pixels.
Linear regression is used to generate a disparity function that maps a point in the line to
a disparity value for each point in ls1. The best match value is then recalculated using
the disparity generated by the linear regression line, since the best match value should be
based on the final disparity match. The matching process is repeated for all ls2 segments
in the potential match set. A matching example is shown in figure 20.

To reduce the number of line segments that are compared in the DPLSDM, a few
simple optimizations are performed. The primary filtering is achieved by only comparing
line segments that have similar edge cell activations. The secondary method is to apply a
threshold to the maximum search space, and this is done in two ways. The first threshold
involves placing a bounding rectangle extended by the size of the search space around ls1,
with a second rectangle placed around ls2. If the two bounding rectangles overlap, then
the comparison continues. The second threshold is done on a point-by-point basis, with
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points outside the search space receiving a match value of zero. These simple optimizations
greatly increase the speed of the algorithm, making real-time performance achievable.

A final filtering process is applied in the DPLSDM to account for line segments that
have no exact match in the second image. Noise during the line segment extraction can
cause a segment to be split into multiple pieces making the matching process more error
prone. To address this problem, the best disparity functions generated by the linear
regression at the end of the matching process is stored and then applied to each line
segment once more. A matching score for the line segment is generated by applying the
disparity function to each point in the line segment and computing the error between the
point in the first image and the displaced point in the second image using algorithm 1.
The disparity function that produces the lowest match score is used to generate the final
disparity image.

3.3 Region Extraction and Matching

The region extraction method is adapted from a path planning algorithm using Flexible
Binary Space Partitioning (FBSP) (Baltes and Anderson, 2003). The adapted FBSP
separates an image into regions of occupied and free space by recursively cutting the
image into subregions at a cutting line. The gradient thinned edge activation is used to
identify occupied and free space in the image. Any active EC in the thinned image will
be flagged as occupied, with all other points assigned as free space. The cutting line is
selected by computing the entropy and information gain, at each row and column in the
current region.

Algorithm 4: compute entropy

Input: The percentage of free, Pf , and occupied, Po, space
Output: The entropy, E, of the subregion
E = −(Pf ∗ log 2(Pf ))− (Po ∗ log 2(Po));

Algorithm 5: compute gain

Input: The entropy, E, of regions RB, R0, and R1
Output: The information gain, G, of a region cut
G = ERB − (area(R0) ∗ ER0 + area(R1) ∗ ER1)/area(RB);

Entropy and information gain is computed using the percentage of free, Pf , and occu-
pied, Po, space resulting from the candidate cutting line. The entropy E of a subregion
is calculated using algorithm 4. The information gain, G, for a base region, RB, and two
subregions, R0 and R1, created by splitting RB at the cut line is calculated using algo-
rithm 5. The cut that produces the highest information gain is used if the gain is greater
than zero. Using an integral image generated from the gradient thinned edge activation,
Pf and Po for each region can be computed in constant time for all possible cut lines. A
sample segmentation using this method is shown in Figure 21.

Stereo matching is achieved using the same feature descriptor and matching function
as the DPLSDM algorithm 1. The difference in FBS Descriptor Matching (FBSDM) is
where the feature comparison is done. Initial investigations indicated that matching cut
points in the left and right FBSP results produced unreliable results, since the cutting
order in the FBSP was inconsistent between similar images. This led to a matching
solution that required an exhaustive evaluation of the search space. It was thought that
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Figure 21: The regions selected from the test image using flexible binary space partition-
ing.

the regions could be matched by creating a feature descriptor contained within the entire
boundary of the region. This matching method, however, produced poor results due to
occlusions in the image. To achieve more robust results, feature points are selected at
the four corner points and the centre of a region. From the five points, the four strongest
matches at each disparity in the search space are used to produce the final match result.
The disparity that produces the strongest matching result is assigned to all pixels in the
region.

4 Evaluation

This section describes the results of our evaluation of the described algorithms on the
Middlebury data set as well as from real-life video footage from our robots.

4.1 Middlebury Data Set

The Middlebury data set (Scharstein and Szeliski, 2002) is considered a standard in the
evaluation of dense stereo vision algorithms. The data set was expanded in (Scharstein
and Szeliski, 2003; Scharstein and Pal, 2007) to include more stereo pairs. The key ad-
vantage of the stereo pairs provided in the Middlebury set is that they include both input
images and dense disparity maps. There are several tests defined in (Scharstein and
Szeliski, 2002) for comparison of dense two frame stereo methods. These tests include the
total number of matching pixels in the entire image, in areas of occlusion, and in texture-
less regions. The area of occlusion test targets regions that are only visible from a single
image. The textureless regions provide information about the ability of an algorithms to
in-fill areas with no matchable information. These tests are not well suited for semi-dense
stereo matching, since they focus on areas with little or no matchable information. Unlike
dense algorithms, semi-dense methods focus on areas of maximum information density in
the image. Therefore, a different performace metric is used in this evaluation.

POINT, LINE SEGMENT, AND REGION-BASED STEREO MATCHING FOR MOBILE ROBOTICS30______________________________________________________________________________________________________________



Figure 22: The matching results for unoccluded pixels within 1 pixel of error compared
against the ground truth disparity image. The above graphs show the percentage of
correctly matched pixels among the active pixels identified by the three feature extrac-
tion algorithms. Tests were performed using the entire 2005/2006 Middlebury Stereo
set (Scharstein and Szeliski, 2002).

4.2 Quantitative Evaluation

This evaluation includes four methods of stereo matching applied to images from the 2005
and 2006 Middlebury stereo set (Scharstein and Szeliski, 2002). For each of the images in
the stereo set four algorithms are used to produce a disparity image. The four algorithms
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are:

1. Loopy belief propagation (LBP)

2. Speeded-up robust features (SURF)

3. Dynamic programming line segment descriptor matching (DPLSDM)

4. Flexible binary space descriptor matching (FBSDM)

LBP and SURF were selected for comparison along with DPLSDM and and FBSDM pri-
marily due to the availablity of working implementations of the algorithms. However, they
are good choices since the represent two ends of the stereo matching sectrum. SURF uses
local feature points with high dimensional feature comparison, while LBP uses a global
framework and simple color difference-based comparison. In addition, both methods have
very few parameters that require hand tuning to achieve reasonable results.

The disparity image for each method is evaluated for the percentage of active pixels
and percentage of correct matches within +/ − 1 pixel of the disparity defined by the
ground truth disparity image. The +/ − 1 threshold for correctness is used to account
for the sub-pixel disparity errors not handled in the matching algorithm. In addition,
results are evaluated at unoccluded pixels by identifying pixels that map from the left to
right and right to left disparity image. The basis for this evaluation is that if some form
of occlusion detection existed in the matching algorithm, then it would discard errors in
occluded regions which cannot be matched. Summary statistics are generated for each
method across the entire image set, and the original per image results are also shown in
Figure 22.

A paired t-test of the four methods of stereo matching is applied using the percentage
of correct matches within +/−1 for each image set. Testing if DPLSDM > SURF produces
a t-score of 7.778, DPLSDM > FBSDM produces a t-score of 6.24, and DPLSDM > LBP
produces a t-score of 3.4. Comparing DPLSDM against the other three methods produces
1-sided p’s less than 0.05 indicating that DPLSDM produces results that are statistically
better.

Two examples where all four methods performed well are the Cloth 1 and Rocks 1
image pairs. Both of these image pairs have a smooth disparity image with very little
occlusion. In addition, the objects in the environment are rich with texture; however in
the Cloth 1 image set the texture is created by a repeating pattern. The SURF features
performed the most poorly, and this probably occurred for several reasons. SURF will
encounter problems when the features appear to be very similar, since the best match must
be better than the second best match using a ratio threshold. Since the feature descriptor
for each of the textured patches in the image will be very similar, it is very likely that those
features will be discarded. The DPLSDM and FBSDM methods performed extremely well
on the two test pairs, indicating that their feature descriptor is extremely robust when
dealing with repeated textures. In general, the DPLSDM and FBSDM methods appear
to perform best when the line segments or regions are small, and the disparity image
is smooth. The LBP outperformed the other three methods on these two test images
indicating that it achieves significant benefits when disparity images are smooth.

The Art and Lampshade 1 image pairs provided the most challenge for all four meth-
ods. These image pairs contain highly variable disparity images with large areas of occlu-
sion. In addition, they contain a number of thin objects that occlude textured surfaces.
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As a result, the descriptor generated at the boundary between the thin object and the
textured surface can be very different. Since SURF, DPLSDM, and FBSDM use bound-
ary descriptors they are all degraded by the complex boundary interaction. A problem
specific to the FBSDM method is visible in these image pairs as well. When large areas of
untextured surfaces are extracted it is very likely that they will be cut into multiple pieces
due to the splitting criteria. If a region contains only points inside the untextured surface,
then the region will match to some arbitrary location inside the untextured surface, caus-
ing all matches within that region to be incorrect. The LBP was degraded significantly
as well, which is most likely caused by the sharp changes in the disparity image. The
sharp changes prevent the smoothness term from having a strong effect on the outcome,
therefore data matching is more heavily relied on.

4.3 Qualitative Evaluation

To aid in evaluation, the Middlebury stereo set are preprocessed to apply constraints to
the stereo pairs. All image pairs in the Middlebury set are aligned using epipolar rectified,
so the search space is limited to the same row in both the left and right image. Also,
the minimum and maximum horizontal disparity is known for all stereo pairs. Although
these constraints are used in the evaluation of the SURF, DPLSDM, and FBSDM stereo
methods, it will be shown that all three methods work well even when these constraints
are not maintained. The LBP has been excluded from these tests due to a lack of support
for 2-D search spaces and an extremely large memory requirement.

The problem with constrained image pairs is that they represent a best case environ-
ment for solving stereo vision problems. In mobile robotics, the environment is far more
dynamic, with many unknowns with regards to the camera position and capture settings.
To rectify image pairs camera calibration or an initial estimate of the epipolar geometry
must be performed. The camera calibration can be represented in terms of absolute cam-
era positions with the essential matrix, or using the estimates in the fundamental matrix.
The calibrations can be precomputed and used very effectively if the two cameras are
locked in position relative to one another other. A problem arises, however, if the robot
must change the camera’s convergence distance to adjust focus between near and far ob-
jects. Changing the convergence distance of the two cameras changes the configuration
of the stereo cameras, a property that is difficult to compensate for using precomputed
calibrations. Allowing variable convergence also introduces a problem with minimum and
maximum disparity ranges, making it difficult to constrain the search space. In addition,
unrectified image pairs have both horizontal and vertical disparity components that in-
crease the search from a 1-D line to a 2-D region. Since no ground truth disparity image
exists for the natural scenes discussed in this section, a qualitative comparison will be
used.

The similarity of displacement images is simply evaluated by finding an assigned dis-
placement in the SURF output and locating a nearby measurement in the same position
of the DPLSDM and FBSDM output. If the displacement in all three methods are within
a few pixels they are considered similar. Due to the difference in the location of assigned
feature point, accurate quantitative result are difficult to extract from the output. As a
result, visual inspection of the similarity between the output is suggested.

The hand scene (see figure 23) is captured using two average quality web cameras that

POINT, LINE SEGMENT, AND REGION-BASED STEREO MATCHING FOR MOBILE ROBOTICS 33______________________________________________________________________________________________________________



Figure 23: Hand. Images of a hand against an indoor background. The top left and
right images are the original captured images. The resulting disparity image from the left
image for the SURF (middle-left), DPLSDM (middle-right), and FBSDM (bottom) based
stereo. Dark pixels are near to the camera, bright pixels are further from the camera.

produce low levels of noise and have similar colour properties. Prominent features in the
scene include a hand near the camera, desks in the background, a solid coloured wall, and
high saturation in one image from a window. This scene has a large disparity range in
both the horizontal and vertical direction. For the SURF, DPLSDM, and FBSDM stereo
methods a search space of +/ − 40 pixels horizontally and +/ − 20 pixels vertically is
used on the 320x240 pixel images. The resulting disparity images appear very similar
across the three methods. The region-based method produces a large area of error in the
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Figure 24: The Dungeon. Images of an indoor scene with a large disparity and colour dif-
ference between the two cameras. The top left and right images are the original captured
images. The resulting disparity image from the left image for the SURF (middle-left),
line segment (middle-right), and region (bottom) based stereo matching. Bright pixels
are near to the camera, dark pixels are further from the camera.

untextured area of the image. All three features produce incorrect results in the occluded
area to the left of the hand, as expected due to a lack of occlusion handling.

The dungeon scene (see figure 24) is captured using two poor quality web cameras.
The colour difference between the two frames is significant due to brightness/contrast
differences in the camera capture settings. Like the previous example, this scene has a
very large horizontal and vertical disparity. The search space used for matching in this
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image set is +/−40 pixels horizontally and +/−40 pixels vertically with an image size of
320x240. Once again all three methods produce similar disparities, with the region based
method failing on the large untextured area of the wall. This example demonstrates that
all three methods are extremely robust to colour differences in the capture device due to
the fact that they primarily focus on colour gradients.

4.4 Real-time Performance Evaluation

Runtime is an important consideration when choosing a stereo algorithm for real-time
tasks including USAR robotics. LBP, SURF, DPLSDM, and FBSDM are evaulated using
a Linux operating system with a single core 1.8Ghz processor with 1GB of RAM. The
performance evaluations are done with the Middlebury test images for consistency. For
each image pair, the loopy belief propagation, SURF, line segment and region-based
stereo algorithms are run five times with mean and standard deviation shown in seconds
of processing time in figure 25.

The first difference worth noting in the runtimes is that the LBP requires significantly
more time than the feature-based methods. High runtimes for the LBP result from every
label in every pixel requiring processing on each iteration. Feature based methods gener-
ally only require a few passes over every pixel in the input image before the data set is
reduced for matching. Figure 25 clearly demonstrates the cost of using a global solution
for the stereo matching problem.

The SURF, DPLSDM, and FBSDM stereo methods achieve similar runtime perfor-
mance which is generally below one second per frame as shown in figure 26. The books
image pair is a good example of when the environment is computationally expensive for
the DPLSDM. When the DP table used in the line segment matching involves many long
line segments the algorithm can require a significant amount of processing. In general,
the runtimes for these three methods are similar enough to not have a significant impact
on the choice of stereo algorithms.

5 Conclusion

This paper provides a description and comparison of four methods for stereoscopic dis-
parity extraction. The evaluation shows that the DPLSDM provide more reliable results
then LBP, SURF, and FBSDM for each matched pixel. Evaluations of accuracy using
the 2005 and 2006 Middlebury stereo set show that on average DPLSDM outperformed
LBP by 10.8%, FBSDM by 14.2%, and SURF by 22.8%. DPLSDM also provides runtime
performance similar to SURF and FBSDM, while significantly outperforming the LBP’s
global framework. Though DPLSDM produces more accurate results using the defined
accuracy metric it is still semi-dense with an average of 9.6% coverage in the disparity
image. In addition it provides no framework for infilling untextured regions or identifying
occluded regions of the image.

The main contribution of this paper is the DPLSDM and FBSDM algorithms that
have been described and evaluated in this paper. The development of DPLSDM included
the introduction of the EC data structure for storing gradient orientations. The EC data
structure provides a computationally efficient method of storing and performing opera-
tions on orientation information. The introduction of this data structure was essential
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Figure 25: The runtime statistics of the four stereo algorithms used in the quantita-
tive evaluation. Tests were performed using the entire 2005/2006 Middlebury Stereo
set (Scharstein and Szeliski, 2002).
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Figure 26: The runtime statistics of the three local feature based stereo algorithms used in
the quantitative evaluation. Tests were performed using the entire 2005/2006 Middlebury
Stereo set (Scharstein and Szeliski, 2002).
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to improving the performance of the gradient thinning and line segment extraction algo-
rithms.

The line segment extraction algorithm allows fast local extraction of line segment
features from an image. Combined with the filtering stage, the algorithm produces high
quality line segments for use in stereo matching. With some additional effort focused
on infilling gaps produced by noise in the image, I believe this method of extraction
could produce some of the highest quality line segments available for computer vision
applications.

The line segments and feature descriptors extracted at each point provide the frame
work for a dynamic programming solution which achieves high levels of accuracy. The
key to making use of dynamic programming in this algorithm was the replacement of
the standard minimization and penalty value with a maximization and count table. The
maximization and count produce accurate results even when matching different size line
segments, without requiring a hand tuned penalty value. The use of dynamic program-
ming to solve line segment matching is quite novel, however, I believe that this matching
method can be significantly improved upon as discussed in the future work section.

The FBSDM introduces a new method of performing fast region segmentation. The
fast segmentation uses flexible binary space partitioning and integral images to produce
a fast over-segmented image. The regions produce good-quality dense disparity images
with the exception of regions in large open spaces. The FBSDM could be improved upon
by adding a post segmentation merging stage that combines neighbouring regions if there
is no active pixels seperating them, but this is left for future consideration.

In summary, the DPLSDM and FBSDM explore an interesting new approach to gener-
ating stereo displarity images. With some refinement, I believe these data structures and
algorithms could provide a significant improvement to stereo vision systems and computer
vision in general.

5.1 Future Work

A limitation of the DPLSDM implementation is that errors early in the dynamic pro-
gramming table propagate through the rest of the solution. Future work should focus
on replacing the dynamic programming structure with a more robust method of sharing
information between nodes on the line segment. One option would be to use belief propa-
gation with information shared between neighbouring points on the line segment. Unlike
the dynamic programming solution, belief propagation would move information both for-
wards and backward through the line segment. In addition, since the line segment does
not contain loops it is guaranteed to converge to a solution.

The feature descriptor is also a useful area for further study. Since the feature descrip-
tor is fundamental to any stereo matching algorithm it should be a priority to find the
best possible method of extracting the descriptor. A good feature descriptor must balance
the speed and quality of the extraction and matching process. This paper demonstrates
that integral images provide a fast method of feature extraction, but the feature is limited
to being built with box filters. Further investigation will be necessary to determine if the
speed benefits of integral image features offset the loss in precision of the box filter.
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Abstract - Control of a big humanoid robot is hard by only using join torque.  External 
sensors used to monitor its body dynamics are important for big humanoid control.  In this 
paper, both force sensor for static behavior and motion sensor for dynamic behavior are 
thus designed and implemented for a big humanoid with 1.3 meter height.  The mechanical 
design issue of the big humanoid is described.  In addition, the use and installation of both 
force and motion sensors are included. 
 
Key words: Force Sensor; Motion Sensors; Dynamic Balancing; Humanoid Robots. 

1 Introduction 

The leg structure makes humanoid robots easy to fall down.  To maintain its stability during 
walking in dynamic situation requires a good mechanical design, extra sensors such as 
force sensors and accelerometers to acquire the information of its move.  Many humanoid 
robots have been developed, such as ASIMO by Honda [1], WABIAN 2R by Waseda 
University, HUBO KHR-3 by KAIST [2] and QRIO by Sony.  Hkatib proposed torque-
position transformer for enough torque to steer ASIMO [3].  However, it is hard for only 
using joint torque to control a big humanoid robot. 
 
The heavy weight makes control of a big humanoid robot hard to control.  It is because that 
the dynamics of the big humanoid robot influenced by gravity becomes considerable.  It is 
possible to produce considerable influence owing to a little bit of kinematic error in a big 
humanoid.  However, it is hard to have precise kinematics during walking.  Humanoid 
robots are open-chain structure that makes their postures hard to be estimated by joint 
angles.  Even if using successful algorithms estimate humanoid robot posture, its error is 
usually huge by accumulative inherence.  Hence, accelerometers and gyroscopes are 
usually designed to estimate the absolute posture of a humanoid robot.  The other function 
of accelerometers and gyroscopes are to measure the walking dynamics of humanoid robots.  
Especially, the heave dynamics of a big humanoid robot is hard to control in open loop. 
 
The other considerable factor during the walking of the big humanoid robot is impact effect.  
During the period that a swing leg becomes support leg, its heavy weight makes huge 
reactive force on its body.  The reactive force possibly breaks balance supported by a leg.  
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However, the scalar of impact effect is dependent on the ground of different material.  
Using force on the humanoid sole is a good solution to sense the scalar of impact effect.  
Therefore, force sensor and motion sensor consisted of accelerometers and gyroscopes are 
considerable components designed for a big humanoid robot. 
 
In this paper, a big humanoid robot is designed and implemented.  Particularly, force sensor 
and motion sensor consisted of accelerometers and gyroscopes for closed-loop control is 
designed in the humanoid robot for close-loop control. 

2  Mechanical Design of a Big Humanoid Robot 

In this section, how to design a big humanoid robot is described.  The kinematics of the 
designed humanoid robot is derived.  In addition, the kinematic equation is verified by joint 
trajectory calculation for a walking step. 
 
The mechanical design considers the minimum Degree Of Freedom (DOF) to let a 
humanoid robot have smooth walking.  Therefore, one leg and one hand are consisted of 6 
DOFs and 3 DOFs, respectively.  In addition, there are two DOFs designed for its head to 
move camera.  Fig. 1 shows the DOFs of every joint of the designed humanoid robot.   

 
The kinematics is important for walking gait planning and controller design.  The following 
thus derives the kinematic equation of the designed humanoid robot.  In traditional method, 
humanoid robots usually derive forward kinematic equations in geometric space.  Although 
the solution of using geometric space is comprehensive, D-H rule that is easy to derive 
robot dynamics is engaged in this paper.  The kinematics of NeiDau employs two basic 
transformation matrice as follows: 
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where T(z, d) and T(x, a) are translation along z and x axes, respectively, and R(z, ) and 
R(x, ) are rotation to axes z and x, respectively. 
 
Therefore, its kinematics is separated into four limbs to simplify its dynamics in further 
development.  In the right support phase, the forward kinematics of these four limbs are as 
follows:  
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In order to demonstrate the derive kinematic equations, we draw the humanoid robot in 
initial pose by using MATLAB.  Fig. 2 shows the result of the humanoid robot at an initial 
pose in actual mechanical dimensions.  This result demonstrates that the kinematic equation 
is correct. 
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Fig. 1. The structure of the designed humanoid robot. 

 
The forward kinematic equation is used to derive inverse kinematics of the humanoid robot.  
And then the derived inverse kinematics are demonstrated by calculating the humanoid 
robot for a walking step.  Fig. 3 shows the stick diagram of the humanoid robot for a 
walking step.  Figs. 2 and 3 demonstrate the correction of both forward and inverse 
kinematics of the humanoid robot. 
 
After designing, the humanoid robot is implemented.  The servo motors RX-64 and RX-28 
designed by Robotis company are used as the basic joint components of the humanoid robot.  
Since some joints need more powerful torque, two RX-64 servo motors are combined to 
synchronously steer for such joints.  The joints that use two motors are the ankle and knee 
at x direction and the hip at y direction.  The motors used in the big humanoid robot are 
twenty in total.  In addition, its height is 1.3 meters, and its weight is 6.8 Kg.  The 
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mechanical design of the big humanoid robot is based on a golden ratio rule that is usually 
used to evaluate fashion models.  The rule of the ratio between upper body and total tall is 
0.618.  Hopefully, the humanoid robot designed based on this rule can be like a fashion 
model in a show, that always owns elegant postures. 
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Fig. 2. The humanoid robot stands in initial pose for the demonstration of derived 

kinematics. 
 
 

 
Fig. 3. The stick diagram of the humanoid robot for a walking step. 
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Fig. 4. The photo of designed humanoid robot. 

 
The big humanoid robot as shown in Fig. 4 is totally made in Intelligent Robotics 
Laboratory at National Kaohsiung First University of Science and Technology (NKFUST).  
All of the mechanical components of the big humanoid robot are produced by a mini-CNC 
machine and a bending machine in our laboratory.  After the component shapes cut by the 
mini-CNC machine, the bending machine bends them as the structure components for in the 
humanoid robot.  In addition, the head includes two COM cameras for 3-D image 
processing in the future. 
 
However, it is hard to control for such big humanoid robot due to heavy dynamics.  Usually, 
a big humanoid robot needs extra sensors to take care of its dynamic signals.  Therefore, the 
sensors including force.  Therefore, the accelerometers and gyroscopes are designed and 
dynamic sensors, but the force sensors are designed as static sensors for the humanoid 
control.  Both dynamic and static sensors feedback the walking dynamics to form the 
closed-loop control during the walking gait. 

3  Sensor Installation 

Sensors are vital components in a big humanoid robot.  This section describes the sensors 
designed for the big humanoid robot.  The description of the sensors includes their 
composing and calibration. 
 
In order to capture the big humanoid robot dynamics during motion, the sensors for static 
and dynamic motion are respectively designed.  The static sensor consists of four strain 
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gauges, and the dynamic motion sensor is designed by one three axes accelerometer and 
three one-axis gyroscopes.  First, the static sensor is depicted in the following. 
 
Four strain gauges build the force sensors designed on the bottom of soles.  As shown in 
Fig. 5, the part to take strain signals is covered by rubber to avoid breaking the gauge 
during sole on the ground.  However, the rubbers result in different response among four 
strain gauges even if they share force.  The difference needs to be calibrated for consistent 
response.  Let a measure set be {(xi, yi), for i = 1, …, n}, where xi is the voltage measured 
from the strain gauges at i-th try, and yi is the given force pushing on the strain gauges at i-
th try.  Then a strength line can be used to approximate the measured set as follows 
y = ax + b (7) 
where x the voltage measured from the strain gauges, and y is the estimate force. 
 
Let the error between the measured force and estimated force be 
ei = y – yi = (axi +b) – yi 
Thus, the sum of square error is 
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The optimal estimator is the solution of parameters a and b in Eq. (7) so that the sum of 

square error in Eq. (8) is minimum.  The minimum of mean square error should satisfy 
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Fig. 5. The photo of force sensors. 

 
In order to have the minimum of square error, the parameters a and b can be solved by 

the following lemma. 
Lemma 1: To minimum of E in Eq. (8), the parameters a and b satisfy 
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Proof: 

From Eq. (9), we obtain 
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Fig. 6. The measured signals of one strain gauge in five tries. 

 
Every one force sensor should be calibrated before using.  The calibration examines five 
tries from 1 to 10 Kg.  Fig. 6 is the results of five tries.  According to Eqs. (10) and (11), 
these examination data solve the parameters a and b to construct the estimate equation of 
force sensor in Eq. (7). 
 
About the dynamic sensor, one three-axis accelerometer and three one-direction gyroscopes 
are designed together.  Fig. 7 is the module of the sensor.  There is a microprocessor 
designed to receive and store all of the signals.  These signals including can be sent out 
from RS232.  To verify the functionality, a visualizing interface to show all of the signals is 
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designed in a PC to connect this module via RS232.  Fig. 8 shows this module and the 
signal displayed in computer monitor.  Owing to this visualizing program, we can see the 
signal of this module sensor easy. 

 

 
Fig. 7. The photo of accelerometer and gyroscopes. 

 

 
Fig. 8. The display program of the dynamic sensor signal. 

4  A Walking Pattern 

Any humanoid robot needs walking patterns for walking.  In this paper, the sole trajectory 
based on cycloid equation for walking pattern is proposed.  In this section, how to use the 
cycloid equation to solve the joint trajectories of the big humanoid robot is also included. 
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The humanoid robot employs cycloid equation as walking pattern.  The cycloid equation 
depicted as Fig. 9 for the humanoid robot walking pattern expresses one step walking as 
follows (for 0  t  t1): 
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where t1 is the period of one walking step, a1 is one half of a walking stride, and h is the 
height of the walking stride. 
 

 
Fig. 9. The cycloid trajectory used for the humanoid walking pattern. 

 

 
Fig. 10. The trajectories of sole and waist. 
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The benefit of cycloid trajectory is uniform speed, i. e. constant acceleration.  In theory, the 
uniform speed lets the humanoid robot don’t have sliding force during waling.  This result 
can be examined by calculating the double differential of x(t) and z(t) in Eqs. (14) and (15). 

 
Two cycloid equations designed for sole and waist trajectories form the walking pattern of 
the humanoid robot.  After solving the inverse kinematics from forward kinematics Eqs. 
(1) – (4), two cycloid equations can solve the trajectories of all joints of the humanoid robot.  
Fig. 10 shows the sole and waist trajectories.  Note that the red curve is the half trajectory 
for the humanoid robot in initial walking posture. 

5  Conclusion 

In this paper, a big humanoid robot is designed and implemented.  The forward and inverse 
kinematics are derived for motion planning and control.  Two cycloid equations designated 
as sole and waist trajectories consist of the walking pattern of the big humanoid robot.  In 
addition, two kinds of sensors, force and motion are designed for static and dynamic sensor 
in the big robot.  In the future, the dynamic walking patterns will be launched based the 
sensors to compose the closed-loop humanoid control for robust walking. 
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Abstract. Robotics is a very fast growing field especially in the last years. Begin of 
the 90`s a new generation of mobile, intelligent, cooperative robots grows up. This 
new generation opens new applications areas like in construction, in agriculture, in 
the food industry, in the household, for medical and rehabilitation applications, in the 
entertainment industry as well as for leisure and hobby. Current developing trends 
are humanoid robots and robots supporting humans in every day life. In the future 
probably ubiquitous robots will support us. 
After an introduction in this paper three examples for autonomous, mobile robots, 
developed at IHRT will be described and shortly discussed.  

Key words: Mobile Robots, Humanoid Robots, Space Applications, Landmines.  

1   Introduction 

From similar aspects the need on robots in service sectors - like robots in hospitals, in 
households, in amusement parks - is rapidly increasing.  
Definition: A service robot is a robot which operates semi- or fully autonomously to 
perform services useful to well- being of the humans and equipment, excluding 
manufacturing operations. 
Cheap and accurate sensors with a high reliability are the basis for „intelligent“ robots. 
These intelligent robots can be used for conventional as well as complex applications. 
Furthermore new applications not only in industry are possible. 
There are three “starting” points for the development of intelligent robots: Conventional, 
stationary industrial robots; mobile, unintelligent platforms (AGV`s) and walking 
mechanisms. 
Partially intelligent mobile platforms “Autonomous Guided Vehicles – AGV`s“ are 
available since some years and are introduced in industry. Equipped with additional 
external sensors (Intelligent Autonomous Guided Vehicles – Intelligent AGV`s) are 
currently slowly introduced in industry and cover a broad application field. 
Walking machines or mechanisms are well known since some decades. Usually they have 4 
to 6 legs (multiped) and only in some cases 2 legs (biped). Walking on two legs is from the 
view point of control engineering a very complex (nonlinear) stability problem. Biped 
walking machines equipped with external sensors are the basis for “humanoid” robots. 
Some prototypes of such robots are available today. 
In addition these intelligent robots – especially mobile platforms and humanoid robots - are 
able to work together on a common task in a cooperative way.  
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One of the newest application areas of service robots is the field of entertainment, leisure 
and hobby because people have more and more free time. In addition modern information 
technologies lead to loneliness of the humans (tele-working, tele-banking, tele-shopping, 
and others). Therefore service robots will become a real “partner” of humans in the nearest 
future. One dream of the scientists is the “personal” robot. In 5, 10 or 15 years everybody 
should have at least one of such a robot because the term personal robot is derived from 
personal computer and the price should be equal (Kopacek, 2005). 
 

 
 

2  Development Trends 
 
21th century robots will be used in all areas of modern life. The major challenges are: 

 To develop robotic systems that can sense and interact useful with the 
humans. 
 To design robotic systems able to perform complex tasks with a high degree 
of autonomy. 

In the same way as mobile phones and laptops have changed our daily habit, robots are 
poised to become a part of our everyday life. The robot systems of the next decades will be 
human assistants, helping people do what they want to do in a natural ad intuitive manner. 
These assistants will include: Robot co-workers in the workplace; robot assistants for 
service professionals; robot companions in the home; robot servants and playmates; robot 
agents for security and space.   
The role of these robots of the future could improved by embedding them into emerging IT 
environments characterised by a growing spread of ubiquitous computing and 
communications and of ad-hoc networks of sensors forming what has been termed 
“ambient intelligence”.  
Current available robots are fare away from this vision of the 3rd generation being able to 
understand their environments, their goals and their own capabilities or to learn from own 
experience. As the number of humanoids increases, the collective population of humanoids 
will learn, develop and perhaps eventually reproduce themselves more effectively. Unlike 
cars or televisions that improve along a linear, highly controlled trajectory, humanoids will 
be the ultimate in self-accelerating technology. Likewise, robotics is a self-enabling 
technology. Robotic tools will make the humanoids we ourselves could never make. Once 
we have a large population of self-motivated agents attending to separate tasks, these agents 
will negotiate, exchanging tasks and resources in mutually beneficial ways. Humanoids will 
comprise a new distributed infrastructure not only of information, but real-world  action. As 
a given task arises, humanoids will place bids, often partnering with other humanoids to get 
the job done. Humanoids will not only share workload and resources, but will also evolve 
by passing host-independent, modular code. 
As robots become more pervasive, they will, like automobiles, become increasingly 
complex. Already, some robots are comprised of millions of parts. Those skeptical of 
humanoid research often point to the high price tags of today's humanoids. If fast, cheap, 
rapid manufacture of robots is to occur, it will be necessary to remove humans from the 
design and manufacturing process. Through mutation and recombination, the genetic 
algorithm might modify bar length, split bars, or connect neurons to various components as 
it propels generations of increasingly fit robots. Finally, the robots are fabricated 
automatically by a machine that prints the robots, layer by layer, out of plastic.  
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3  Examples of “advanced” robots 

In the following some realised examples for this new robot generation are shortly 
described. Special emphasis is on the new headline: Cost Oriented Automation (COA).  

3.1   Robots for Landmine Detection  

An example for a MAS is robot swarms for landmine detection, removal and destroying ( 
Silberbauer, 2008). According to current estimates, more than 100.000.000 anti-personnel 
and other landmines have been laid in different parts of the world. A similar number exists 
in stockpiles and it is estimated that about two million new ones are being laid each year. 
According to recent estimates, mines and other unexploded ordnance are killing between 
500 and 800 people, and maiming 2.000 others per month. 
Landmines are usually very simple devices which are readily manufactured anywhere. 
There are two basic types of mines: 

 anti-vehicle or anti-tank (AT) mines and  
 anti-personnel (AP) mines.  

AT mines are comparatively large (0.8 – 4 kg explosive), usually laid in unsealed roads or 
potholes, and detonate which a vehicle drives over one. They are typically activated by 
force (>100 kg), magnetic influence or remote control. AP mines are much smaller (80-
250g explosive, 7-15cm diameter) and are usually activated by force (3-20kg) or tripwires. 
There are approximately 800 different types with different designs and actuation 
mechanisms. 
Currently demining is carried mostly by human deminers. Because this is very dangerous 
we developed a prototype of a demining robot ( Silberbauer, 2008 ).  It consists of a 
platform and a metal detection sensor. This robot is equipped with an internal micro 
controller as well as internal sonar sensors, position speed encoders and a battery pack for 
network-independent and autonomous operation. An addressable I/O bus allows the 
installation of 16 additional sensors or devices like grippers. Furthermore, two RS-232 
serial ports, five A/D ports and PSU controllers are accessible via server software. With 
appropriate software a tele-operation could also be achieved.  
The robots base-weight is about 9kg with an ability to carry 30kg. Overall-dimensions of 
the basic robot setup are about (length/width/height) 55x50x50cm. With the mounted mine 
detector search head and telescopic pole the length increases up to 120cm. 
A commercially available mine detecting set – produced in Austria - is attached on the 
robot basic-platform. This device is intended to detect land mines with a very small metal 
content (1.5g) 10cm below the surface of the ground and in fresh or salt water. The overall 
weight of the mounted sensor components is about 2.5kg.  
When an object is detected a tone is released with its intensity and pitch depending on size, 
shape, depth under ground level and metal content of the object. For very tiny metal objects 
the tone is higher near the inner ring of the search head than in the middle. When searching 
for large metal objects, the continuous tone automatically changes to a pulsed tone whereas 
the pulse rate of the tone will be highest when the search head is immediately above the 
object. Outdoor tests with this robot were carried out. All functions could be validated only 
high grass could influence the sonar-sensors of the robot. 
This prototype of a six-wheeled robot (HUMI – Robot for Humanitarian Demining) based 
on the Ackermann Geometry for movement in rough terrain is shown in Fig. 3.1. 
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Fig. 3.1 HUMI at Outdoor Tests 

 
The ultimate target to be reached would be a robot that possesses faculties approaching that 
of human beings - autonomous robot agents. Leaving such an ideal robot as a goal for the 
future, intermediate robots that only satisfy a limited selection of the most requisite 
functions should still find good use in human society. Among the faculties cited above, 
mobility is the most indispensable feature for a service robot. 

 

3.2  Roby Space     

The concept of solar power from the space (SPS) was proposed in 1968. The basic idea of 
this concept is the generation of emission-free solar energy by means of solar cells from 
outer space and the transmission of energy to the earth using microwave or laser beam. 
Because of high launch cost the structure - consisting of solar cells as well as microwave 
transmitters - should be light weight. Instead of the conventional rigid structures a new 
concept (Furoshiki Concept) of a large membrane or a mesh structure was proposed. Next 
step to be realized is the transport of solar panels and microwave transmitters on this mesh 
structure. 
The main purpose of this project was the development of mobile mini robots that place 
solar cells and transmitters on the net structure to build a solar power plant based on the 
Furoshiki net concept. A sounding rocket launches four satellites (one mother satellite and 
three daughter satellites), robots, net, solar panel and the microwave transmitters in the 
orbit. Approximately 60 seconds after launch the rocket reaches an altitude of 60 km. The 
mother satellite and three daughter-satellites build the Furoshiki net. Robots transport solar 
cells and microwave transmitters on the net structure (Fig.2). In the frame work of the 
project a feasibility study was done to verify the performance of the Furoshiki net as well as 
the crawling robots. 
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Fig. 3.2 Solar power plant by means of Furoshiki Satellite 

 
The requirements on the robot are the limited maximum size (10 x 10 x 5 cm), a simple 
mechanical construction, miniaturized electronics, robustness, “low cost”, and 
independence of the mesh’s dimension (from 3 x 3cm to 5 x 5cm). The weight of the robot 
plays an important role. Even the launching cost per kilogram is very high. Another point to 
be considered is that in case the robot is too heavy, the satellite can not produce enough net 
tension. For a free movement the moving and holding mechanism of the robot should be 
well designed. Other difficulties are the vibration and shock during launching of the rocket. 
The robot should pass the vibration and shock tests up to 40 g. Last but not least the 
working environment of the robot is in outer space – 200 km over the earth. The high/low 
temperature, the radiation as well as the vacuum and others should be considered in the 
design phase. 
The robot (Fig.3) consists of two parts – the upper part has two active driven belts, the 
lower one two passive driven belts (Kopacek et.al., 2006). Magnetic forces push them 
together. The special surface between the parts prevents the lower part from moving away. 
The advantage of this construction is the very low friction between mesh and robot during 
operation. There are no high sliding forces between the passive and the active driven belts 
of the upper and lower part as well as the mesh.  
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Fig 3.3 Robot fixed on the mesh ready for action 
 
The robots passed following tests: 
 Microgravity tests during parabolic flights in January and March 2005 in Japan 
 Vibration and shock tests in May 2005 at the ESA Mechanical Systems 

Laboratory, The Netherlands 
 Mechanical verification tests, June 2005 in Japan 

After the tests and technical updates of the systems a sounding rocket S310 with two 
RobySpace-Junior were launched on January 22, 2006 at the Uchinoura Space Center, 
Japan. One of two robots worked well. It crawled on the net with small resistance – the 
robot had a constant high voltage level and moved with constant velocity for more than 30 
seconds. For the other robot we have to wait for the results from the telemetry data. 
Three cameras in the satellite delivered the video signals. The video which sent the satellite 
showed one of robots which moved on the net. According to European Space Agency 
(ESA) and Japan Aerospace Exploration Agency (JAXA) the experiment completed 
successfully. 

3.3   “Archie” – a humanoid robot  

A “cost oriented”   two legged robot called ARCHIE is currently in development in Austria 
( Baltes et.al., 2010). The goal is to create a humanoid robot, which can act like a human. 
This robot should be able to support humans in everyday life; at the working place, in 
household and for leisure and hobby.  

 
Therefore Archie has a head, a torso, two arms, two hands and two legs and will have the 

following features: 
1. Height:     120 cm 
2. Weight:     less than 40kg 
3. Operation time:    minimum 2hrs 
4. Walking speed:    minimum 1m/s 
5. Degrees of freedom:   minimum 24 
6. “On board” intelligence 
7. Hands with three fingers (one fixed, two with three DOFs) 
8. Capable to cooperate with other robots to form a humanoid Multi Agent System 

(MAS) or a “Robot Swarm”. 
9. Reasonable low selling price – using commercially available standard components. 
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Archie will be equipped with sensors for measuring distances and to create primitive maps, 
for temperature, acceleration, pressure and force for feeling and social behaviour, two 
CMOS-camera-modules for stereoscopic looking, two small microphones for stereoscopic 
hearing and one loud speaker to communicate with humans in natural language. 
The control system is realised by a network of processing nodes (distributed system), each 
consisting of relative simple and cheap microcontrollers with the necessary interface 
elements. According to the currently available technologies the main CPU is for example a 
PGA module, one processor for image processing and audio control and one 
microcontroller for each structural component. 
The upper part is currently in the final test phase. 
 

4 Summary 
 

Robotics is currently a very fast growing field not only in science and industrial application. 
In the last time more and more mass medias (TV, broadcast, journals, newspapers ) are 
interested in this field because a broader public is in favour to get familiar with these new “ 
intelligent machines”. It is a first step for the realisation of the old dream of humans to have 
a robot available looking like a human. In the nearest future such robots or the next 
generation – ubiquitous robots - will be available for a reasonable price. 
In this contribution some examples of currently available robots under the headline COA ( 
Cost Oriented Automation) were presented. It is possible that small research teams are able 
to develop such robots in a reasonable time.  
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Abstract- This paper is a brief description of the teen-sized humanoid robot Archie. Archie 
has been developed in Vienna University of Technology under supervision of Prof. Peter 
Kopacek. Later on the software development of Archie extends on collaboration with the 
department of computer science from University of Manitoba. Archie is constructed by 
using brushless motors and harmonic gears with a novel approach for finding the absolute 
position which is presented in the PhD thesis of Ahmad Byagowi as part of the work on the 
robot. The students of University of Manitoba are using the experience with small 
humanoid robots to develop the software of Archie, to create, store, and play back motions. 
The software of the robot is aimed to be developed in a level to control automatically the 
balance of the robot by using feedback from an internal measurement unit (IMU). 

 

Introduction 

Humanoid robots have always inspired the imagination of robotics researchers as well as 
the general public. Up until 2000, the design and construction of humanoid robots was very 
expensive and limited to a few well-funded research labs and companies (e.g., Honda 
Asimov, Fujitsu HOAP). Starting in about 2001 advances in material sciences, motors, 
batteries, sensors, and the continuing increase in processing power available to embedded 
systems developers has led to the development of many small humanoid robots, but also 
allowed the creation of the next generation of humanoid robots that are between 1.3m and 
1.8m tall.  
The creation of these humanoid robots also coincided with an increased interest in several 
high profile researches oriented international robotics competitions (e.g., RoboCup 
[Federation, 2001] and FIRA [Baltes and Braunl, 2004]). The researchers chose robotic 
soccer as a challenge problem for the academic fields of artificial intelligence and robotics. 
Robotic soccer requires a large amount of intelligence at various levels of abstraction (e.g., 
offensive vs. defensive strategy, role assignment, path planning, localization, computer 
vision, motion control). Robotic soccer is a dynamic real-time environment with multiple 
agents and active opponents that try to prevent the robot from achieving its goal. These 
competitions allowed researchers to compare their results to others in a real-world 
environment. It also meant that robustness, flexibility, and adaptability became more 
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important since these robots had to perform for extended periods of time in variable 
conditions. This is in contrast to researchers that could previously fine tune their system to 
the specific conditions in their laboratory. The inaugural humanoid robotics competition at 
RoboCup and at FIRA held in 2002.  
 

Mechanical construction of Archie 

Archie is a cost oriented anthropomorphic robot constructed with the aim to support and 
assist human in everyday life. The robot is entails 30 degree of freedom. The hierarchical 
diagram of the constructive joint of the robot is illustrated in Fig. 1. 
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Figure 1: Hierarchical diagram of the joints used to construct the robot 

 

Archie is a 1.5m tall humanoid robot with 30 degrees of freedom (DOF). There are seven 
DOF in each leg: three DOF in each hip, one in the knee, and two in the ankle. Archie is 
one of the few humanoid robots that have activated toes, which allow it to roll over the foot 
when walking. The torso contains two degrees of freedom. Each arm has three DOF, two in 
the shoulder and one in the elbow. The head of Archie entail three DOF which allow it to 
pan, tilt, and sway. Besides, one DOF control the opening and closing of the mouth. Figure 
2 shows the kinematic model of the main actuators of Archie. The actuators in the head are 
omitted for clarity.  
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Figure 2: Archie’s kinematics  

 

The constructive joints of the robot are in variation of degree of freedom based on the 
demand (e.g., the hip joint is construction of three degree of freedom, while the knee joints 
uses only one degree of freedom). 

Joint actuators 

Three types of motors are used in Archie for actuating the joints: brush-less motors, DC 
motors and RC motors. Some of the key benefit of using a brush-less motor in Archie are 
increased efficiency and less noise of the motor. However, control of a brush-less motor 
requires more complex control logic, but allows for finer control. Given those advantages it 
would have been sensible to use only brush-less motors for Archie, but to save cost; the 
joints that do not need to generate very high torque were implemented via DC motors. 

Servo motor based joints 

The constructive joints of Archie are divided in the types; the upper body joints which are 
made from standard servo motors (see Fig. 3).  
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Figure 3: RX-64 servo motor used in Archie (Dynamixel, 2010) 

 

Brushed DC motor based joints 

The transversal joints as well as the Ankle fontal joint and the toe joints are constructed of 
brushed DC motors. Main reason for using these motors (instead of Brushless motors) is 
the mechanical space restriction. In the interest of having human like shape for the robot 
some of the parts of the robot should contain several degree of freedoms, while using 
Brushless motors for all these joints requires more mechanical space. As an instance the 
pelvis of the robot need three degree of freedom for each joint beside two degree of 
freedom of the back bone (the attaching part of the torso). All together eight degree of 
freedom should be placed in the shape of human’s pelvis. Thus three of the required motors 
(used in the transversal movement joints) are constructed of brushed DC motors (see Fig.4). 

 

 

 

Figure 4: Pelvis of the robot which contains eight motors (8 DOF) 
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Brushless DC motor based joints 

Archie’s important joints are constructed of brushless DC motors (9 of 30 joints). These 
joints are located in the lower body of the robot and are high demanded for controlling the 
robot during walking. The Brushless DC motor based joints are fully controlled by cascade 
controller (see Fig. 5). 
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Figure 5: Brushless motor’s motion controller bandwidth (ELMO Company, 2010) 
 

In the brushless DC motor based joints harmonic drive gears are used. Main reason for 
using this type of gears is the low backlash. Besides, the harmonic drives provide high 
ration and reliability in a compact and optimize space which will provide the design the 
ability to arrange human shape for the robot (see Fig. 6).  

 

 

Figure 6: The Ankle of the robot by using harmonic drive gear to arrange human shape for the robot 
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Balance control in the robot 

The control for a humanoid robot is saving the mechanical balance of the robot by 
controlling the total center of mass of the robot. The calculation to find the total center of 
mass is based on the direct kinematic of the robot. Since a humanoid robot contains 
multiple joints, the calculation of the direct kinematic is more sophisticated. Moreover, the 
total center of mass of the robot should be calculated in a unique coordinate system (Base 
coordinate system). In this robot the Denavit-Hartenberg convention is used to simply this 
process. By using the homogeneous transformation and using the Denavit-Hartenberg 
convention the location of the center of mass for each link of the robot is relocated in the 
base coordinate system. Using classical center of mass calculation (see Eq. 1) the total 
center of mass for the robot is calculated.  

       Eq. 1 

   

Since the links of the robot are made of rigid bodies, the location of the center of mass for 
each link is stationary regarding to the coordinate system of the link. Nonetheless the 
overall pose of the robot changes the position of the center of mass for link in the base 
coordinate system and sequentially changes the total center of mass of the robot. Table 1 
shows the location of the center mass from each link based on its coordinate system beside 
its mass.  

 

 Link Name Mass Center of mass X Center of mass Y Center of mass Z 

L1 0.125kg 0mm -53mm -4mm 

L2 0.111kg 0mm -4mm -26mm 

L3 0.008kg 0mm 0mm -5mm 

L4 0.075kg 28mm 0mm -130mm 

L5 0.131kg 98mm 0mm -155mm 

L6 0.048kg 58mm 23mm 0mm 

L7 0.049kg 0mm 0mm 25mm 

L8 0.346kg 75mm 70mm -15mm 

L9 0.049kg 0mm 0mm 22mm 

L10 2.992kg 0mm 33mm 249mm 

 

 

 

 

 

 

 

 

Table 1: Mass and position of center of mass for each link based on its origin coordinate system 
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Non-linearity in control of the joints 

Since a humanoid robot is a non-linear system, controlling a humanoid robot needs to be 
non-linear. The gravitational forces and the variation of the reflected load’s moment of 
inertia on each joint are two causes of the non-linearity of the robot. Modeling the robot in 
order to anticipate the variation of the load specification as well as the inclusion of the 
gravitational effect on the robot can provide the required data to control the joints of the 
robot. As an instance the variation of the gravitational force on the lateral hip joint based on 
its angle and the angle of the knee joint is mode and illustrated in Fig. 7. 

 

Figure 7: Gravity force for swinging leg on knee and hip angle changing 

 

Central controller of the robot 

The control controller of the robot consists of a System-on-chip architecture (SOC). Based 
on SOC, an embedded system with the minimal peripherals is fitted on a chip in order to 
reduce the cost and the size of the design. Figure 7 show the Virtex 4 FPGA used to 
implement the required system-on-chip for the central control of the robot. 
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Figure 8: Virtex 4 FPGA used to implement the system-on-chip for the central controller 

 

The prepared hardware for the central controller can run a standard Linux operating system 
is order to simplify the development of the robot. The central controller board is depicted in 
Fig. 9. 

 

 

Figure 9: Central controller board 

 

The minimum system for running the standard Linux OS is implemented on a System on 
Chip (SoC) to reduce the power consumption beside, increasing the flexibility of the system 
design and reliable platform. Figure 10 shows on-chip system design used for the central 
controller of the robot.  
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Figure 10: Block diagram of the control system of Archie (A. Byagowi 2010) 

 

Absolute positioning 

Determining the absolute position is necessary for all the joints of Archie except the RC 
servo motors. In the toe joint the positioning is made by using incremental positioning 
system. The positioning in the toe is based on a zero point and requires that the motor 
moves to a fixed position at start up.  Thereafter, the position will be determined using 
incremental encoders that are mounted on the motor. For the heel joint a permanent magnet 
and a Hall sensor based absolute encoder is used to the correct position of the joint. This 
design only needs to be calibrated once during construction. 

 

 

Contact-free Position Encoders for Brushless Motors  

The most common approach to determining the absolute position of the motor is to use end-
switches. However, this approach requires the robot to move into possibly unstable 
positions at initialization, which is unsuitable for large and expensive adult sized humanoid 
robots.  
In this method an absolute Hall sensor chip (AS 5134, see [Company, 2010a]) is used 
which entail four Hall sensors, a flash analog to digital converter (ADC), an embedded 
micro-controller. Figure 11 shows the basic operation and the block diagram of the AS 
5134. The AS5134 is a complex chip that provides several access methods. In Archie, the 
incremental encoder feedback is used directly by the ELMO motion controller and the 
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synchronous serial interface (SSI) is used to read absolute position and magnet strength 
information from the chip.  
 

 
Figure 11: AS 5134 Hall Sensor (Austrian Micro Electronics 2010) 

 

A drawing of our sensor assembly is shown in Fig. 12. This chip is mounted on the output 
shaft of the gear box and measures the position of a magnet mounted on the motor shaft. A 
gear box provides a 1:160 reduction in speed and increase in torque respectively. The 
absolute position sensor is mounted on the next link (i.e., the output of the gearbox).  
The magnet rotates with the output of the motor. An index signal is generated by using a 
Hall switch. By testing this signal, the controller can move the motor shaft to a known 
position. Once the motor shaft is in a known position, the absolute position of the magnet is 
measured via the sensor mounted on the next link.  
One consideration is that the absolute position sensor is not fixed to the frame of the 
previous link, but rotates with the next link, which results in a relative motion of the 
absolute sensor with respect to the magnet. Each 360 degree turns of the motor results in a 
2.25 degree movement of the sensor. The sensor also provides the encoder signals for the 
motion controller, but the relative motion of the sensor and the magnet results in a 
compression or stretching of the encoder signals, which in turn leads to an error when 
controlling the motion. For example, the incremental encoder signals will be stretched if the 
motor and the link turn in the same direction. Thus the next link will turn 360 + 360/160 
degrees instead of the desired 360 degrees. If the motor and link turn in opposite directions, 
the encoder signals will be compressed resulting in 360 -360/160 degrees instead of the 
desired 360 degrees.  
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Figure 12: Contact less Absolute Positioning System 

 
In our case, the gearbox and motor turn in the same direction, which results in a stretching 
of the encoder signals. However, since the relationship is determined by the gearbox, a 
correction signal can easily be calculated from the following formula.  
 

 
 
Where miss the corrected relative motion command, is the desired relative motion 
command, and G is the gear ratio (A. Byagowi 2010).  
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Abstract.
This paper introduces a design method of emotion behavior for pet robot. In order to increase 
the amusement, the pet robot also design with ears, mouth, facial expression plane, and vision 
system, so that it can do some emotional behaviors. This paper is also proposed a hand 
gesture recognition algorithm on the pet robot, that makes it can do naturally interaction with 
human and learn the emotion. These applications are designed and controlled with a FPGA 
(Field Programmable Gate Array)-based processer. From the experiment results, we know the 
pet robot execute the human’s command as very well. 

Keywords: Hand Gesture Recognition, Pet Robot, Emotional Behavior, FPGA. 

1   Introduction and Background 

In recent years, a lot of effort and advancements have been made in the field of robotics. 
However, today few robots interact with humans or are part of peoples' life. Pet robots with 
suitable behaviors allow people to form emotional attachments with robots and are one way to 
move robots into peoples' home [1]. In addition, the pet robot with more intelligence is 
beginning to be presented to the public [2-7].  

In this paper, a pet robot with 16 degrees of freedom (DOFs) is described. The vision 
system, facial expression, hand gesture recognition, and the emotion behavior are 
implemented using a FPGA-base system. Hardware/Software co-design method is used to 
accelerate the image recognition. So that the pet robot can recognize the hand gesture from 
human and can execute the appropriate emotional behavior. Section 2 shows the mechanism 
design of pet robot. The section 3 relates the FPFG-based pet robot design method. The 
section 4 proposes the hand gesture recognition function. The section 5 explains the design of 
motion and emotion structure. Then section 6 shows some snapshots of the experiment. 

2 Mechanism Design 

Order to test and verify our hypothesis, the design and implementation of a pet robot is 
described in this paper. Pet robot is modeled after a dog and has four legs, a head, two ears 
and a mouth. There is a total of 16 Degrees Of Freedom (DOF), three for each leg, four in the 
head. Each joint consists of a Robotis RX64 high torque servo motor. The frame of the robot 
are built using Acrylonitrile Butadiene Styrene (ABS). The ABS material (stuff is colloquial) 
has two advantages: (a) it is easy to process, and (b) it is light weight to reduce the weight of 
the robot. There are 2 DOFs on the ear, 1 DOFs on the neck, 1 DOFs on the mouth, and 3 
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DOFs in each leg. Pictures of the robot and its implementation is shown in Fig. 2.1. The 
device of pet robot is shown in Fig. 2.2. 

The mechanical structure is designed such that the robot can perform the emotional 
behaviors such as walking forward, sitting, shaking a paw, and raising a leg. 

Fig. 2.1. Photograph of the implemented pet robot.  

Fig. 2.2. The components of pet robot. 
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(a) (b) 

(c) (d) 

Fig. 2.3. Mechanical design of the pet robot. (a) Front view, (b) Side view, (c) Back view, and 
(d) Bird view. 

3   FPGA-based Controller Design 

The central control unit of the robot is implemented using a FPGA. It offers sufficient 
capabilities for the designer to implement and extend the computer vision system, the 
emotional behavior engine, motion controller. Its flexibility allows for efficient 
software/hardware co-design. In this paper, a DE2 development board is used as our 
experimental platform. The Cyclone II 2C70 FPGA Chip on a DE2 platform with three soft-
core processors is used. The three processors are used to process the image recognition, 
motion control and emotion learning, respectively. Vision processor is used to recognize hand 
gestures from a user. The motion processor is used to analyze the motion data and to control 
the motors. The emotion learning processor is used to analyze the environment or analyze 
information from the environment and to learn emotional responses. 

Using a multi-processor in the FPGA has three advantages and it is described as follow:  
First, share and reuse the peripheral components. Sometimes we reuse the same 

components (e.g., timers, io ports, sensors) in different situations. Thus we can reduce the size 
of the circuit of the pet robot. 

Secondly, the processors can share the memory. This often avoids the need to copy large 
amounts of data (e.g., the current image as seen by the robot) between the different modules. 
This allows all modules of our pet robot to react in real-time to changes in the environment. 
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Finally, it provides a good hardware/software co-design platform. This design can reduce 
the software design complexity of the NIOS II and improve system performance. Generally, 
designing software is easier than designing hardware, but hardware based processing is often 
faster than software based processing. Therefore, we made extensive use of 
hardware/software co-design in our pet robot design. 

In order to maintain the real-time image recognition, the processer execution speed is as 
soon as possible. Generally, the frequency of Nios II in DE2 development board is less than 
200Mhz and not enough to real-time process the image recognition. Therefore, this paper uses 
a Hardware/Software co-design method to accelerate image recognition. Fig. 3.1 shows the 
image recognition flow chart with Hardware/Software co-design method. The processing of 
hardware circuit includes the function of Image Capture, Geometric Transformations, and 
Edge Detection. The processing of software includes the Binary Image block and Hand 
Gesture Recognition. 

Fig. 3.1. Image recognition with Hardware/Software co-design method. 

4 Hand Gesture Recognition 

In this paper, a hand gesture recognition function is designed to connect human and pet robot. 
The function flow chart of the system is shown in Fig. 4.1. According to the number of 
fingers, the pet robot can understand the human command and do the corresponding motion.  

Fig. 4.2 shows the simulation of hand gesture recognition. Fig. 4.2(b) is the distance chart 
calculated by Eq. (1) and Eq. (2). In general, the thumb is shorter than other fingers. Therefore, 
we use two index values to separate the thumb and the other fingers. The index 1 value is 
smaller than the index 2. Index 1 just uses to find the thumb. The appropriate range of the 
index values will be chose. The number of the fingers is gotten by add the number of the 
appropriate range. 
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Fig. 4.1. The function flow chart of the hand gesture recognition system 

(a) (b)

Fig. 4.2. The simulation of hand gesture recognition: (a) center point of the object, (b) 
distances from center point to the edge with index. 

)(tan 1
X
Yangle ��  (1) 

22 YXdistance ��  (2) 
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5 Motion and Emotion Structure Design 

(a) (b) (c) 

(d) (e) (f) 
Fig. 5.1. Walk forward motion. 

(a) (b) (c) 

(d) (e) (f) 
Fig. 5.2. Wave hand motion 

In this paper, Our pet robot expresses emotions through a combination of six motions and six 
facial expressions. The pet robot will be given vary emotion expression by combining the six 
motions and six facial expressions. The motions and facial expressions are shown below: 
(a) Motions 

FPGA-BASED EMOTIONAL BEHAVIOR DESIGN FOR PET ROBOT76______________________________________________________________________________________________________________



Motion is designed to let the pet robot doing corresponding human command. Some 
snapshots of the walk forward motion, wave hand motion, wave head motion, raise leg 
motion and stretch motion of the pet robot are shown in Fig. 5.1 to Fig. 5.5.  

(a) (b) (c) 

(d) (e) (f) 
Fig. 5.3. Wave head motion 

(a) (b) (c) 

(d) (e) (f) 
Fig. 5.4. Raise leg motion 
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(a) (b) (c) 

(d) (e) (f) 
Fig. 5.5. Stretch motion 

(b) Facial expressions 

Facial expressions are designed and shown in Fig.5.6. The facial expression are indicated (a) 
normal facial, (b) angry facial, (c) nervous facial, (d) happy facial, (e) boring facial and (f) 
sleep facial, respectively.  

(a) (b) (c) 

(d) (e) (f) 

Fig. 5.6. Facial expressions 

6 Experiment Result 

Some snapshots are shown the experiment results in Fig.6.1. Once the human’s hand is 
appearing in front of the pet robot, the pet robot will recognize the hand gesture and do the 
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corresponding motions. If we continue sending same commands, the pet robot will out of 
patience. The angry facial or the boring facial will on the face. And the worst situation is the 
pet robot won’t do any motion. 

(a) (b) 

(c) (d) 
Fig. 6.1. Emotion experiment. (a) Doing motion with happy facial, (b) Doing motion with 

normal facial, (c) Doing motion with angry facial and (d) No doing motion and with boring 
facial on face. 

7   Conclusions 

In this paper, a FPGA-based emotional behavior design for pet robot is implemented. So that 
the pet robot can use its vision system to recognize hand gesture and to interact with the user. 
The pet robot also has four legs, one mouth, one vision system, and one facial expression 
plane. And the pet robot can express a variety of different emotions including anger, boredom, 
happiness, and nervousness. 
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